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We consider a dynamic scheduling problem for parallel server systems. J. M. Harrison has proposed a scheme for using diffusion control problems to approximately solve such control problems for heavily loaded systems. This approach has been very successfully used in the special case when the diffusion control problem can be reduced to an equivalent one for a one-dimensional workload process. However, it remains a challenging open problem to make substantial progress on using Harrison’s scheme when the workload process is more than one-dimensional. Here we present some new structural results concerning the diffusion control problem for parallel server systems with arbitrary workload dimension. Specifically, we prove that a certain server-buffer graph associated with a parallel server system is a forest of trees. We then exploit this graphical structure to prove that there exists a matrix, used to define the workload process, that has a block diagonal-like structure. An important feature of this matrix is that, except when the workload is one-dimensional, this matrix is frequently different from a choice of workload matrix proposed by Harrison. We demonstrate that our workload matrix simplifies the structure of the control problem for the workload process by proving that when the original diffusion control problem has linear holding costs, the equivalent workload formulation also has a linear cost function. We also use this simplification to give sufficient conditions for a certain least control process to be an optimal control for the diffusion control problem with linear holding costs. Under these conditions, we propose a continuous review threshold-type control policy for the original parallel server system that exploits pooling of servers within trees in the server-buffer graph and uses non-basic activities connecting different trees in a critical manner. We call this partial pooling. We conjecture that this threshold policy is asymptotically optimal in the heavy traffic limit. We illustrate the solution of the diffusion control problem and our proposed threshold control policy for a three-buffer, three-server example.
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1. Introduction. In this paper, we consider a problem of dynamic scheduling for parallel server systems. Such systems arise as stochastic models for “one pass” processing in a variety of applications in operations management, including manufacturing, computer systems and customer service centers. An important feature of these systems is that servers can have overlapping capabilities that allow for flexible scheduling of jobs to available servers. Indeed, parallel server systems constitute an important subclass of more general stochastic processing networks in which one can study the implications of server flexibility without the additional complications of feedback.

The structure of the parallel server systems considered in this paper is described in detail in Section 2 below. Briefly, in these systems, multiple types of jobs are processed using a bank of heterogeneous servers operating in parallel. Jobs awaiting service are stored in buffers according to their type and jobs exit the system after receiving service. Jobs from a given buffer may be processed by one of several different servers and servers may process more than one type of job. The system manager seeks to minimize holding costs by dynamically scheduling waiting jobs to available servers. In general, it is a challenging problem to design “good” control policies for these systems.

1.1. Heavy traffic approach. With the exception of a few special cases, dynamic scheduling problems for parallel server systems cannot be solved exactly, and it is natural to resort to more tractable approximations. Here we consider one class of such approximations proposed by J. M. Harrison [14, 17] called Brownian Control Problems (BCPs). For these approximations, stochastic processes describing queue-lengths in the original network are approximated by diffusion processes under a rescaling of time and space. The limiting regime for the approximation is one in which the number of servers is kept fixed while the nominal load on the system approaches the processing capacity of the system. This is often referred to as the conventional heavy traffic regime. Harrison in fact proposes diffusion approximations for more general stochastic processing networks than the parallel server systems considered here. However, there are a variety of open problems associated with using Harrison’s scheme and by studying the subclass of parallel
server systems, which are interesting in their own right, we are able to pro-
duce some new results related to these open problems.

The steps in using Harrison’s [14, 17] scheme may be described as follows.
(This outline is the same for parallel server systems and for more general
stochastic processing networks.)

(I) Formulate a control problem for the original stochastic processing net-
work model.

(II) Formulate a notion of heavy traffic (when there is flexibility in assign-
ing jobs from a buffer to more than one server, the load on the servers
depends on the scheduling of jobs and so one needs to specify what is
meant by heavy traffic).

(III) Formulate a formal diffusion approximation (Brownian Control Pro-
blem) for the original control problem.

(IV) Solve the Brownian Control Problem (BCP).

(V) “Interpret” the solution of the BCP by proposing a policy for the
original network.

(VI) Investigate the performance of the policy proposed in (V). In par-
ticular, determine whether it is asymptotically optimal (in the heavy
traffic limit).

For stochastic processing networks that include the parallel server sys-
tems considered here, steps (I)–(III) have been well developed in works of
Harrison et al. [14, 17, 19]. For unitary networks, which include parallel
server systems, Budhiraja and Ghosh [11] have proved convergence of the
value function for the original system to that for the BCP, thereby justi-
fying removal of the word “formal” in step (III). (Kushner and Chen [23]
also proved such convergence for a certain family of parallel server systems.)
For step (IV), a substantial simplification of the Brownian Control Problem
was obtained by Harrison and Van Mieghem [19] to a so-called Equivalent
Workload Formulation (EWF). In this, the Brownian queue-length process
in the BCP is replaced by a Brownian workload process in the EWF. This
can result in a substantial reduction in dimension of the state space for the
diffusion control problem. It also connects with notions of resource pooling
introduced by Kelly and Laws [22].

In the special case when the Brownian workload process is one-dimen-
sional, there have been quite a few works executing some or all of steps
(IV)–(VI) for various kinds of stochastic processing networks and espe-
cially for parallel server systems [1, 6, 7, 13, 16, 18, 29, 32, 34]. Beyond
one-dimensional workload, there are a few examples of multi-class queue-
ing networks (which are not parallel server systems) in which the Brown-
ian workload dimension is low for which steps (IV)–(V), and occasionally (VI), have been executed (see e.g., [10, 20, 22, 26, 27, 30, 33]). Also, several methods for generically approximating solutions of the BCP have been proposed for various stochastic processing networks, see e.g., [11, 15, 24, 25, 28]. However, these generic methods typically do not take advantage of elegant structure revealed through solution of the EWF and BCP. Consequently, it has remained an outstanding open problem to take advantage of the EWF dimension reduction to execute steps (IV)–(VI) when the Brownian workload is not one-dimensional, and to develop interpretations in step (V) that preserve elegant structure revealed through solution of the EWF and BCP. In particular, for parallel server systems, this has been an open problem for Brownian workload dimensions above one.

In this paper, towards breaking the aforementioned “dimension barrier”, we provide some sufficient conditions for resolving steps (IV)–(V) for parallel server systems with arbitrary Brownian workload dimension. In subsequent work, we plan to address (VI) under these conditions.

To set the scene for describing our contributions, the next subsection reviews the literature related to steps (IV)–(VI) when the Brownian workload is one-dimensional. After that, in §1.3, we summarize the main contributions of this paper. We follow that with subsections describing the organization of this paper and notation and terminology.

1.2. Prior work for one-dimensional workload. Here we shall emphasize work for parallel server systems, and will mention related work for more general stochastic processing networks in passing. Henceforth, we shall just use the term “workload” in place of “Brownian workload”.

When the workload dimension is one, for suitable holding costs (including those that are linear and certain convex costs), the EWF and BCP can be solved explicitly, and the optimal solution of the EWF is the least control solution. This situation of one-dimensional workload is often referred to as one of complete resource pooling (CRP), because, in the solution of the BCP, the efforts of the individual servers can be efficiently combined to act as a single pooled resource or “superserver”. Even in this case where the EWF and BCP diffusion control problems can be solved, so that step (IV) is resolved, there is still the challenge of executing steps (V)–(VI).

Harrison and López [18] initiated study of parallel server systems when the workload is one-dimensional. For linear holding costs, they addressed steps (IV) and (V) by giving an explicit solution for the BCP and using this solution to propose a discrete review policy for use in the original parallel server system. In the subsequent work [16], Harrison proved asymptotic optimality of such a discrete review policy for the case of two servers and
two buffers with linear holding costs and special distributional assumptions when the workload is one-dimensional, thus completing step (VI) for this example.

Another important aspect of [18] was that Harrison and López gave an elegant characterization of the situation when the workload dimension is one. In particular, they proved that one-dimensional workload for parallel server systems is equivalent to connectedness of a certain server-buffer graph in which the servers and buffers are nodes and undirected edges between the nodes are given by basic activities. (A basic activity is an activity that plays a role in the solution of a first order (or fluid) approximation to the parallel server scheduling problem.) We note that although the characterization in [18] was developed in the context of linear holding costs, the proof does not use the form of the cost and so this result is true for a more general cost structure such as that in Harrison and Van Mieghem [19].

Williams [34] subsequently showed that the server-buffer graph identified in [18] is necessarily a tree and proposed a continuous review dynamic threshold policy based on this structure. Bell and Williams [6, 7] proved asymptotic optimality of such a dynamic threshold policy for linear holding costs when the workload is one-dimensional, thus completing the final step (VI) for parallel server systems with linear holding costs.

For parallel server systems with certain strictly convex holding costs and one-dimensional workload, Stolyar [32] and Mandelbaum and Stolyar [29] proved asymptotic optimality of max-weight and generalized $c\mu$-type policies, respectively. Stolyar's work was in discrete time and that of Mandelbaum and Stolyar was in continuous time. Also, the work of Stolyar was for generalized switches which are somewhat more general than parallel server systems. Going beyond one-pass systems, Ata and Kumar [1] and Dai and Lin [13] considered stochastic processing networks with feedback when the workload is one-dimensional. Ata and Kumar proved asymptotic optimality of a discrete review policy for unitary networks with linear holding costs. For more general stochastic processing networks with quadratic holding costs, Dai and Lin proved asymptotic optimality of so-called maximum pressure policies. An attractive feature of the works [13, 29, 32] is that they do not require knowledge of the arrival rates for execution of the policies. The policies used there do not cover the linear holding cost case. However, as outlined in [29, 32] and shown in [13], the policies can be used to give asymptotically $\epsilon$-optimal policies in the linear holding cost case.

1.3. Beyond one-dimensional workload: Contributions of this paper. In a sense, this paper is a generalization of the seminal work of Harrison and
López [18] for parallel server systems with one-dimensional workload to the situation where the workload dimension is more than one.

Our first result generalizes the graphical result of [18] to prove that the server-buffer graph introduced in [18] for parallel server systems is for arbitrary workload dimension a forest of trees, where the number of trees equals the workload dimension.

Our second result relates to the linear transformation used to define workload from queue-length. In general, the matrix used to define workload from queue-length in the reduction of the BCP to the EWF is not unique. When the workload is one-dimensional, it is effectively unique, being unique up to a scalar multiple. However, for higher dimensional workloads, there are generally infinitely many choices of workload matrix. The choice of workload matrix is important as it affects the analytic tractability of the EWF and hence the BCP. In [17], Harrison proposed a method for choosing the workload matrix which reduced the possible choices to a finite set. His choice is in terms of the extremal optimal solutions of the dual of the linear program used to define heavy traffic. This choice was very useful in the case of one-dimensional workload. However, we argue in this paper that, at least for the parallel server systems considered here, when the workload dimension exceeds one, there is a better choice of workload matrix, which in a certain sense uses a localized version of Harrison’s choice.

More precisely, for our second result, we prove that a workload matrix can be chosen that has a natural block diagonal-like structure (in which each block is a single row). This choice of workload matrix is naturally suggested by the “forest of trees” structure of the server-buffer graph revealed in our first result. Indeed, the rows of the workload matrix are obtained from the solutions of the duals of the linear programs associated with each of the individual trees. We call this a decoupled workload matrix because each queue-length component affects just one workload component and the workload matrix partitions or decouples the queue-length components coming from different trees. We further show that for our choice of workload matrix, when the BCP has linear holding costs, the cost function for the EWF is a linear function of the workload (with positive coefficients). This represents a significant simplification since in general the EWF cost function is convex and piecewise linear when the BCP has linear holding costs. In Section 6.4, we use a simple example to illustrate the fact that in general the EWF has a more straightforward structure under our decoupled workload matrix than under the choice proposed in [17].

For our third result, assuming linear holding costs for the BCP, we exploit the simplification of the EWF afforded by our decoupled workload matrix to
provide sufficient conditions for explicit solvability of the EWF and the BCP. More precisely, we provide sufficient conditions for a least control to be a solution of the EWF. We focus on the situation where the trees in the server-buffer graph are connected in a fairly minimal way by non-basic activities that are relatively expensive to use. (Non-basic activities are activities that do not play a role in solving a first order (or fluid) approximation to the parallel server scheduling problem, but which can play an important role in solving the second order (BCP) diffusion approximation.) In an operations management application, an example of this situation would arise when in each tree there is a single server who is cross-trained to occasionally serve jobs from a buffer in another tree, although at a higher overall cost than for its usual activities. We further show how the set of controls in the EWF can be reduced to yield a Reduced Equivalent Workload Formulation (REWF) and that a least control process, whose existence is guaranteed by results of Yang [35], is an optimal control for the REWF. Under our conditions, we propose a continuous review threshold-type control policy for the original parallel server system which we conjecture is asymptotically optimal in the heavy traffic limit. This control policy takes advantage of pooling of servers within trees, which we call partial pooling. Thus we provide sufficient conditions for execution of steps (IV)–(V) of Harrison’s scheme, where this was made possible by use of our decoupled workload matrix. The resolution of these steps is not known in general using the choice of workload matrix in [17].

To illustrate our theoretical developments, we consider a three-buffer, three-server parallel server system with linear holding costs for which the workload is two-dimensional. The reader curious about the application of our results may wish to consult this example before reading about the general case. For this specific example we solve the REWF (and hence the EWF and BCP), and we describe the threshold control policy in detail. We prove asymptotic optimality of this policy for this example in a separate work [31]. To our knowledge, this example is the first instance of a proved asymptotically optimal policy for a parallel server system with more than one-dimensional workload and critical use of non-basic activities in the conventional heavy traffic regime. (We note that Ata and Van Mieghem [3] propose selective use of a non-basic activity based on a large deviations analysis of the approximating diffusion control problem in a parallel server example with two-dimensional queue-length and workload; however, they do not address the issue of asymptotic optimality. Also, in the different context of the many server or Halfin-Whitt scaling limit, Atar, Mandelbaum and Shaiket [4] made use of non-basic activities under a complete resource pooling condition.)
1.4. Organization of the paper. The paper is organized as follows. In Section 2, we describe the model of a parallel server system considered here. As we will need various elements from steps (II)–(III) of Harrison’s scheme to provide context for our results, in Sections 3 and 4 we summarize these steps, as well as the EWF reduction provided in [19]. In Section 3, we introduce a sequence of parallel server systems and describe what it means for the sequence to approach heavy traffic. In Section 4, we describe the Brownian Control Problem and the Equivalent Workload Formulation associated with the sequence of parallel server systems. In this section we also introduce a further reduction, showing how to reduce the Equivalent Workload Formulation to a simpler control problem called the Reduced Equivalent Workload Formulation (REWF). Apart from the reduction to the REWF, readers familiar with steps (II)–(III) of Harrison’s scheme may wish to skim Sections 2–4 and proceed rather quickly to Section 5 where the main results begin.

In Section 5, we prove our first main result on the “forest of trees” structure of the server-buffer graph. In Section 6 we prove our second main result. We prove the existence of a decoupled workload matrix and describe the associated control matrix. The results up to this point do not depend on the form of the holding cost function in the BCP. Later in Section 6, when the BCP has linear holding costs and our decoupled workload matrix is used, we prove that the cost function for the EWF is a linear function of workload. In Section 7, using the simplification of the EWF provided by our decoupled workload matrix when the BCP has linear holding costs, we give some sufficient conditions under which the least control process is a solution of the REWF. Under these conditions, we solve the BCP. In Section 8, we interpret for the original parallel server system the solution of the BCP obtained in Section 7 and we propose a control policy which we conjecture is asymptotically optimal in the heavy traffic limit. In Section 9, we give a three-buffer, three-server example of a parallel server system. For this example we carry out the steps from Sections 2-7 and we describe the control policy proposed in Section 8. In Section 10, we summarize some directions for further research.

1.5. Notation and terminology. The set of non-negative integers is denoted by N and the value $+\infty$ is denoted by $\infty$. We let $\mathbb{R}_+$ denote $[0, \infty)$. The $m$-dimensional ($m \geq 1$) Euclidean space is denoted by $\mathbb{R}^m$ and the $m$-dimensional positive orthant is denoted by $\mathbb{R}_+^m = \{x \in \mathbb{R}^m : x_i \geq 0 \text{ for } i = 1, \ldots, m\}$. Let $|x|$ denote the norm on $\mathbb{R}^m$ given by $|x| = \left(\sum_i x_i^2\right)^{1/2}$. Let $\{e_1, \ldots, e_m\}$ be the standard basis for $\mathbb{R}^m$. A sum over an empty index set
is defined to be zero. Vectors in \( \mathbb{R}^m \) should be treated as column vectors unless indicated otherwise, inequalities between vectors should be interpreted componentwise, the transpose of a vector \( b \) will be denoted by \( b' \), the diagonal matrix with the entries of a vector \( b \) on its diagonal will be denoted by \( \text{diag}(b) \), and the dot product of two vectors \( b \) and \( c \) in \( \mathbb{R}^m \) will be denoted by \( b \cdot c \).

For a matrix \( A \), the \( i^{th} \) column of \( A \) will be denoted by \( A_i \).

For each positive integer \( m \), let \( D^m \) be the space of “Skorokhod paths” in \( \mathbb{R}^m \) having time domain \( \mathbb{R}_+ \), i.e., \( D^m \) is the set of all functions \( \omega : \mathbb{R}_+ \rightarrow \mathbb{R}^m \) that are right continuous on \( \mathbb{R}_+ \) and have finite left limits on \((0, \infty)\). Let \( D^m_+ = \{ \omega \in D^m : \omega(0) \geq 0 \} \). The member of \( D^m \) that stays at the origin in \( \mathbb{R}^m \) for all time will be denoted by \( 0 \). For \( \omega \in D^m \),

\[
||\omega||_t = \sup_{s \in [0,t]} |\omega(s)|, \text{ for each } t \geq 0.
\]

Consider \( D^m \) to be endowed with the usual Skorokhod \( J_1 \)-topology. Let \( \mathcal{M}^m \) denote the Borel \( \sigma \)-algebra on \( D^m \) associated with the \( J_1 \)-topology. For a non-negative integer \( m \), given a probability space \((\Omega, \mathcal{F}, P)\), a \( m \)-dimensional stochastic process defined on this space is a collection \( X = \{X(t) : t \in \mathbb{R}_+\} \) of measurable functions \( X(t) : \Omega \rightarrow \mathbb{R}^m \) where \( \Omega \) has the \( \sigma \)-algebra \( \mathcal{F} \) and \( \mathbb{R}^m \) has the Borel \( \sigma \)-algebra. Such a process \( X \) will be said to be non-decreasing, if each of its components is non-decreasing \( P \)-a.s.

All of the continuous-time stochastic processes in this paper are assumed to have sample paths in \( D^m \) for some \( m \geq 1 \). (We shall frequently use the term process in place of stochastic process.)

Suppose that \( \{W^n\}^\infty_{n=1} \) is a sequence of processes with sample paths in \( D^m \) for some \( m \geq 1 \). Then we say that \( \{W^n\}^\infty_{n=1} \) is tight if and only if the probability measures induced by the \( W^n \) on \((D^m, \mathcal{M}^m)\) form a tight sequence, i.e., they form a weakly relatively compact sequence in the space of probability measures on \((D^m, \mathcal{M}^m)\). The notation \( W^n \Rightarrow W \) as \( n \rightarrow \infty \), where \( W \) is a process with sample paths in \( D^m \), will mean that the probability measures induced by the \( W^n \) on \((D^m, \mathcal{M}^m)\) converge weakly to the probability measure on \((D^m, \mathcal{M}^m)\) induced by \( W \). If, for each \( n \), \( W^n \) and \( W \) are defined on the same probability space, we write \( W^n \rightarrow W \) uniformly on compact time intervals in probability (u.o.c. in prob.) as \( n \rightarrow \infty \), if \( P(||W^n - W||_t \geq \epsilon) \rightarrow 0 \) as \( n \rightarrow \infty \) for each \( \epsilon > 0 \) and \( t \geq 0 \). In particular, if \( W \) is a continuous deterministic process and \( W^n \Rightarrow W \), then \( W^n \rightarrow W \) u.o.c. in probability. This result is implicitly used several times in the proofs below to combine statements involving convergence in distribution to deterministic processes.
A filtered probability space is a quadruple \((Ω, F, \{F_t\}, P)\) where \((Ω, F, P)\) is a probability space and \(\{F_t\}\) is a filtration, i.e., a family of sub-\(σ\)-algebras of the \(σ\)-algebra \(F\) indexed by \(t \in \mathbb{R}_+\) such that \(F_s \subset F_t\) whenever \(0 \leq s \leq t < \infty\). An \(m\)-dimensional process \(X = \{X(t) : t \in \mathbb{R}_+\}\) defined on such a filtered probability space is said to be adapted if for each \(t \geq 0\) the function \(X(t) : Ω \rightarrow \mathbb{R}^m\) is measurable when \(Ω\) has the \(σ\)-algebra \(F_t\) and \(\mathbb{R}^m\) has its Borel \(σ\)-algebra. Given a probability space \((Ω, F, \{F_t\}, P)\), a vector \(θ \in \mathbb{R}^m\), a \(m \times m\) symmetric, strictly positive definite matrix \(Σ\), an \(\{F_t\}\)-Brownian motion with statistics \((θ, Σ)\) starting at the origin, is an \(m\)-dimensional process on \((Ω, F, \{F_t\}, P)\) such that the following hold under \(P\):

(a) \(X\) is an \(m\)-dimensional Brownian motion with continuous sample paths such that \(X(0) = 0\) \(P\)-a.s.,
(b) \(\{X_i(t) − \theta_i t, F_t, t \geq 0\}\) is a martingale for \(i = 1, \ldots, m\),
(c) \(\{(X_i(t) − \theta_i t)(X_j(t) − \theta_j t) − Σ_{ij} t, F_t, t \geq 0\}\) is a martingale for \(i, j = 1, \ldots, m\).

In this definition, the filtration \(\{F_t\}\) may be larger than the one generated by \(X\); however for each \(t \geq 0\), under \(P\), the \(σ\)-algebra \(F_t\) is independent of the increments of \(X\) from \(t\) onward. The parameter \(θ\) is called the drift of the Brownian motion \(X\) and \(Σ\) is called the covariance matrix of \(X\).

2. Parallel server system. In this section we describe our model of a parallel server system. In the following section, we introduce the notion of heavy traffic for a sequence of such systems. The setup in this section and the next one is similar to that used in Bell and Williams [7].

2.1. System structure. We consider a parallel server system (see Figure 1) consisting of a positive, finite number \(I\) of infinite capacity buffers (job classes) for holding jobs awaiting service, indexed by \(i = 1, \ldots, I\), and a positive, finite number \(K\) of (non-identical) servers working in parallel indexed by \(k = 1, \ldots, K\). Customers arrive to each of the buffers from outside the system. Arrivals to buffer \(i\) are called class \(i\) jobs. Jobs within each buffer are ordered according to their arrival times with the job that arrived the longest time ago being at the head of the line. Each job that enters the system requires a single service by a server before it leaves the system. Service of a given job class \(i\) by a given server \(k\) is called a processing activity. A single server \(k\) may be capable of processing several different job classes and a single job class \(i\) may be capable of being processed by one of several servers. To describe the available processing activities, it is assumed that there are a positive, finite number \(J\) of processing activities, indexed by
Fig 1. Parallel server system.

$j = 1, \ldots, J$, where $J \leq I \cdot K$. Each activity $j$, serves a single buffer $i(j)$ and is performed by a single server $k(j)$. The relations between the activities and buffers, and activities and servers, are specified by two deterministic matrices $C, A$ where $C$ is an $I \times J$ matrix with

$$C_{ij} = \begin{cases} 1 & \text{if activity } j \text{ processes class } i, \\ 0 & \text{otherwise,} \end{cases}$$

and $A$ is a $K \times J$ matrix with

$$A_{kj} = \begin{cases} 1 & \text{if server } k \text{ performs activity } j, \\ 0 & \text{otherwise.} \end{cases}$$

Each activity $j$ has exactly one class $i(j)$ and one server $k(j)$ associated with it, and so each column of $C$ and each column of $A$ contains the number one exactly once. We assume that each job class is capable of being served by at least one processing activity and each server is capable of performing at least one processing activity, and so each row of $C$ and each row of $A$ contains the number one at least once. Once a job starts being served at a server it remains there until its service is complete, even if its service is
suspended for some time. A server may not start on a new job of class \( i \) until it has finished any class \( i \) job that it is working on or that it has in suspension. When taking a job from a buffer, a server always takes the job at the head of the line. A server may not work unless it has a job to work on. It is assumed that the system is initially empty. For later use, we let \( \mathcal{I} = \{1, \ldots, I\} \), \( \mathcal{J} = \{1, \ldots, J\} \) and \( \mathcal{K} = \{1, \ldots, K\} \).

2.2. *Stochastic primitives.* All random variables and stochastic processes in our parallel server model are defined on a complete probability space \((\Omega, \mathcal{F}, \mathbf{P})\). The expectation operator under \(\mathbf{P}\) is denoted by \(\mathbf{E}\). For each buffer \( i \in \mathcal{I} \), there is a sequence of strictly positive, independent and identically distributed (i.i.d.) random variables \( \{u_i(l), l = 1, 2, \ldots\} \) with mean \( \lambda_i^{-1} \in (0, \infty) \) and squared coefficient of variation (variance divided by the square of the mean) \( a_i^2 \in [0, \infty) \). The random variable \( u_i(l) \) represents the interarrival time between the \((l-1)\)th and \( l \)th customer to buffer \( i \); by convention, the “0th arrival” occurs at time zero. Let

\[
\zeta_i(n) = \sum_{l=1}^{n} u_i(l), \quad n = 1, 2, \ldots,
\]

and define

\[
E_i(t) = \sup\{n \geq 0 : \zeta_i(n) \leq t\} \quad \text{for all } t \geq 0.
\]

Then \( E_i(t) \) is the number of arrivals to buffer \( i \) that have occurred in \([0, t]\), and \( \lambda_i \) is the long run arrival rate to buffer \( i \). For each activity \( j \in \mathcal{J} \), there is a sequence of strictly positive i.i.d. random variables \( \{v_j(l), l = 1, 2, \ldots\} \) with mean \( \mu_j^{-1} \in (0, \infty) \) and squared coefficient of variation \( b_j^2 \in [0, \infty) \). The random variable \( v_j(l) \) is the amount of service time required by the \( l \)th job processed by activity \( j \), and \( \mu_j \) is the long run rate at which activity \( j \) could process its associated class of job \( i(j) \) if the associated server \( k(j) \) worked continuously and exclusively on this class. For \( j \in \mathcal{J} \), let \( \eta_j(0) = 0 \),

\[
\eta_j(n) = \sum_{l=1}^{n} v_j(l), \quad n = 1, 2, \ldots,
\]

and

\[
S_j(t) = \sup\{n \geq 0 : \eta_j(n) \leq t\} \quad \text{for all } t \geq 0.
\]

Then \( S_j(t) \) is the number of jobs that activity \( j \) could process up to time \( t \) if the server \( k(j) \) worked continuously and exclusively on class \( i(j) \) jobs. The interarrival time sequences \( \{u_i(l) : l = 1, 2, \ldots\}, i \in \mathcal{I} \), and service time sequences \( \{v_j(l), l = 1, 2, \ldots\}, j \in \mathcal{J} \), are all assumed to be mutually independent.
2.3. Scheduling control. The system is controlled by specifying how each server is to allocate its time to its processing activities. The setup described here is fairly general. It allows for dynamic sequencing and alternate routing of jobs. For example, if server \( k \) performs more than one activity (i.e., \( A_{kj} \neq 0 \) for more than one \( j \)), then once service of a job is complete, server \( k \) can make a sequencing decision, i.e., which activity to perform next. If a given job class \( i \) can be processed by more than one activity (i.e., \( C_{ij} \neq 0 \) for more than one \( j \)), then class \( i \) may be serviced by one of a collection of servers and so simple alternate routing capabilities are encompassed here.

Formally, scheduling control is exerted through specification of a \( \mathbb{J} \)-dimensional stochastic process, \( T = \{ T(t), t \geq 0 \} \) where

\[
T(t) = (T_1(t), \ldots, T_J(t))' \quad \text{for} \quad t \geq 0,
\]

and \( T_j(t) \) is the cumulative amount of time devoted to activity \( j \) by server \( k(j) \) in the time interval \([0, t]\). The control process \( T \) must satisfy certain natural constraints that go along with its interpretation (see (2.11)–(2.15)) below. For each \( t \geq 0 \), let

\[
I(t) = 1t - AT(t),
\]

where \( 1 \) is the \( K \)-dimensional vector of ones. Then for each \( k \in K \), \( I_k(t) \) is the cumulative amount of time that server \( k \) has been idle up to time \( t \). The (cumulative) idle-time process, \( I(\cdot) \), is continuous and non-decreasing in all of its components. This implies that \( T \) is Lipschitz continuous with Lipschitz constant equal to one. For each \( j \), \( S_j(T_j(t)) \) is the number of jobs processed by activity \( j \) in the time interval \([0, t]\). For each \( i \in I \), let

\[
Q_i(t) = E_i(t) - \sum_{j=1}^J C_{ij} S_j(T_j(t)),
\]

which we write in the vector form (with a slight abuse of notation for \( S(T(t)) \)) as

\[
Q(t) = E(t) - CS(T(t)).
\]

Then \( Q_i(t) \) is interpreted as the number of class \( i \) jobs that are either in queue or in the process of being served at time \( t \). The following properties are assumed for any scheduling control \( T \) with associated queue-length \( Q \) and idle-time process \( I \). For each \( i \in I, j \in J, k \in K \),

\[
T_j(t) \in \mathcal{F} \quad \text{for each} \quad t \geq 0,
\]
(2.12) \( T_j \) is Lipschitz continuous with a Lipschitz constant of one,
(2.13) \( T_j \) is non-decreasing and \( T_j(0) = 0 \),
(2.14) \( I_k \) is continuous, non-decreasing, and \( I_k(0) = 0 \),
(2.15) \( Q_i(t) \geq 0 \) for all \( t \geq 0 \).

For later reference, we collect here the queueing system equations satisfied by \( Q \) and \( I \):

(2.16) \[ Q(t) = E(t) - CS(T(t)), \quad t \geq 0, \]
(2.17) \[ I(t) = 1t - AT(t), \quad t \geq 0, \]

where \( T, Q \) and \( I \) satisfy the properties (2.11)–(2.15). In addition to the properties mentioned above one might expect that \( T \) should satisfy some additional non-anticipating property. Even though this is a reasonable assumption to make, we have not restricted \( T \) a priori in this way. However, the policy that we propose in Section 8 is non-anticipating.

The cost function we shall use involves holding costs associated with the expense of holding jobs of each class in the system until they have completed service. We defer the precise description of this cost function to the next section, since it is formulated in terms of normalized queue-lengths, where the normalization is in diffusion scale. Indeed, in the next section, we describe the sequence of parallel server systems to be used in formulating the notion of heavy traffic asymptotic optimality.

3. Sequence of systems, heavy traffic and the cost function. For the parallel server system described in the last section, the problem of finding a control policy that minimizes a cost associated with holding jobs in the system is notoriously difficult. One possible means for discriminating between policies is to look for policies that outperform others in some asymptotic regime. Here we regard the parallel server system as a member of a sequence of systems indexed by \( r \) that is approaching heavy traffic (this notion is defined below). In this asymptotic regime, the queue-length process is normalized with diffusive scaling – this corresponds to viewing the system over long intervals of time of order \( r^2 \) (where \( r \) will tend to infinity in the asymptotic limit) and regarding a single job as only having a small contribution to the overall cost of storage, where this is quantified to be of order \( 1/r \).

3.1. Sequence of systems. Consider a sequence of parallel server systems indexed by \( r \), where \( r \) tends to infinity through a sequence of values in \([1, \infty)\). The \( r^{th} \) system has the same basic structure as described in Section 2, except that the arrival and service rates and scheduling control are allowed to vary
with \( r \). We denote this dependence on \( r \) by appending a superscript \( r \) to all of the relevant quantities. We assume that the interarrival and service times are given for each \( r \geq 1, i \in \mathcal{I}, j \in \mathcal{J} \), by

\[
  u_i^r(l) = \frac{1}{\lambda_i^r} u_i(l), \quad v_j^r(l) = \frac{1}{\mu_j^r} v_j(l), \quad \text{for } l = 1, 2, \ldots,
\]

where \( u_i(l), v_i(l) \), are independent of \( r \), with mean 1 and squared coefficient of variation \( a_i^2 \), respectively \( b_i^2 \). The sequences \{\( u_i(l), l = 1, 2, \ldots \}\}, \{\( v_j(l), l = 1, 2, \ldots \}\} are mutually independent sequences of i.i.d. random variables. This setup is convenient for allowing the sequence of systems to approach the heavy traffic limit by simply changing arrival and service rates while keeping the underlying sources of variability \( u_i(l), v_j(l) \) unaffected. We make the following assumption about the first order parameters for our sequence of systems.

**Assumption 3.1.** There are vectors \( \lambda \in \mathbb{R}^I_+, \mu \in \mathbb{R}^J_+ \) such that

(i) \( \lambda_i > 0 \) for all \( i \in \mathcal{I} \), \( \mu_j > 0 \) for all \( j \in \mathcal{J} \),

(ii) \( \lambda^r \to \lambda \) and \( \mu^r \to \mu \), as \( r \to \infty \).

3.2. Heavy traffic and fluid model. In [17], Harrison proposed a notion of heavy traffic for stochastic processing networks with scheduling control. Given the parameters \( \lambda, \mu \) from Assumption 3.1, for our sequence of parallel server systems, his notion is the same as Assumption 3.2 below. Henceforth, we let \( R = C\text{diag}(\mu) \).

**Assumption 3.2.** There is a unique optimal solution \((\rho^*, x^*)\) of the linear program:

\[
  \text{(3.2) minimize } \rho \quad \text{subject to } Rx = \lambda, \quad Ax \leq \rho \mathbf{1} \quad \text{and} \quad x \geq 0.
\]

Moreover, this solution is such that \( \rho^* = 1 \) and \( Ax^* = \mathbf{1} \).

A fluid model solution (with zero initial condition) is a triple of continuous deterministic functions \((\bar{Q}, \bar{T}, \bar{I})\) defined on \([0, \infty)\), where \( \bar{Q} \) takes values in \( \mathbb{R}^I_+ \), \( \bar{T} \) takes values in \( \mathbb{R}^J_+ \), and \( \bar{I} \) takes values in \( \mathbb{R}^K_+ \), such that

\[
  \text{(3.3) } \bar{Q}(t) = \lambda t - RT(t), \quad t \geq 0, \\
  \text{(3.4) } \bar{I}(t) = 1 - A\bar{T}(t), \quad t \geq 0,
\]

and for all \( i, j, k \),

\[
  \bar{T}_j \text{ is Lipschitz continuous with a Lipschitz constant of one,}
\]
\( \bar{T}_j \) is non-decreasing, and \( \bar{T}_j(0) = 0 \),

\( \bar{I}_k \) is continuous, non-decreasing, and \( \bar{I}_k(0) = 0 \),

\( \bar{Q}(t) \geq 0 \) for all \( t \geq 0 \).

A continuous function \( \bar{T} : [0, \infty) \to \mathbb{R}_+^J \) such that (3.3)–(3.8) hold is called a fluid control. The system is said to be balanced under \( \bar{T} \) if the associated \( \bar{Q} \) is constant in time. In this case, since the system starts empty, that means that \( \bar{Q} \equiv 0 \). The system is said to incur no idleness under \( \bar{T} \) if \( \bar{I} \equiv 0 \), i.e., \( A\bar{T} = \mathbf{1}t \) for all \( t \geq 0 \).

**Definition 3.1.** The fluid model is said to be in heavy traffic if the following two conditions hold:

i) there is a unique fluid control \( \bar{T}^\ast \) under which the fluid system is balanced, and

ii) under \( \bar{T}^\ast \), the fluid system incurs no idleness.

In [34], Williams proved the following.

**Proposition 3.1.** The fluid model is in heavy traffic if and only if Assumption 3.2 holds.

We impose the following heavy traffic assumption on our sequence of parallel server systems, henceforth.

**Assumption 3.3.** (Heavy Traffic) For the sequence of parallel server systems defined in Section 3.1 satisfying Assumption 3.1, assume that Assumption 3.2 holds and that there is a vector \( \theta \in \mathbb{R}^I \) such that

\[
(3.9) \quad \lambda x^r - R^r x^r \to \theta, \quad \text{as} \quad r \to \infty,
\]

where \( R^r = C \text{diag}(\mu^r) \).

Activities \( j \) for which \( x_j^r > 0 \) in Assumption 3.2 are called basic. Activities \( j \) for which \( x_j^r = 0 \) in Assumption 3.2 are called non-basic. Let \( B \) and \( N \) denote the number of basic and non-basic activities, respectively. It is assumed, without any loss of generality, that the first \( B \) activities are basic and the last \( N \) activities are non-basic. We let \( B = \{1, \ldots, B\} \) and \( N = \{B + 1, \ldots, J\} \). Let

\[
(3.10) \quad R = [H, J], \quad A = [B, N],
\]

be partitions of \( R, A \) according to basic and non-basic activities. Let \( K \) be the \((K + N) \times J\) dimensional matrix
where $-I$ is the negative of the $N \times N$ identity matrix. Later we will implicitly use the following property of $K$.

**Lemma 3.1.** Let $K$ be given by (3.11), then $\text{range}(K) = \mathbb{R}^{K+N}$.

**Proof.** It is enough to show that for $l = 1, \ldots, K + N$, $e_l \in \text{range}(K)$. For $l \leq K$, since each server serves at least one basic activity, there exists a $j \in B$ such that $l = k(j)$. Then by (2.2), (3.10) and (3.11), $K_j = e_l$ and so $e_l \in \text{range}(K)$. For $K < l \leq K + N$ and $j = l - K + B$, $j \in N$ and by (2.2), (3.10) and (3.11), $K^j_{k(j)} = 1$ and $K^j_l = -1$. Since we already showed that $e_{k(j)} \in \text{range}(K)$, it follows that $e_{k(j)} - K^j = e_l \in \text{range}(K)$. $\square$

### 3.3 Diffusion scaling and cost function.

For a fixed $r$, and a scheduling control $T^r$, the associated queue-length and idle-time processes are given by equations (2.16) and (2.17) in Section 2, where the superscript $r$ is appended to $E, S, Q, I,$ and $T$ there. The diffusion scaled queue-length and idle-time processes are defined by

\begin{align*}
\hat{Q}^r(t) &= r^{-1}Q^r(r^2t), \\
\hat{I}^r(t) &= r^{-1}I^r(r^2t), \quad t \geq 0.
\end{align*}

For a control $T^r$, and its associated diffusion scaled queue-length process, $\hat{Q}^r$, we define the expected cumulative discounted holding cost as follows:

\begin{align*}
\hat{J}^r(T^r) = \mathbb{E}\left(\int_0^\infty e^{-\gamma t} f(\hat{Q}^r(t)) dt\right),
\end{align*}

where $\gamma > 0$ is a fixed constant (discount factor) and $f : \mathbb{R}_+^I \to \mathbb{R}_+$ is a continuous function. We shall be especially interested in the case when $f$ is linear and strictly positive except at the origin, i.e., $f(q) = h \cdot q$ for $q \in \mathbb{R}_+^I$ where $h = (h_1, \ldots, h_I)'$, $h_i > 0$ for all $i \in I$. To write equations for $\hat{Q}^r, \hat{I}^r$, it is convenient to consider centered diffusion scaled versions $\hat{E}^r, \hat{S}^r$ of the primitive processes $E^r, S^r$:

\begin{align*}
\hat{E}^r(t) &= r^{-1}(E^r(r^2t) - \lambda^r r^2t), \quad t \geq 0, \\
\hat{S}^r(t) &= r^{-1}(S^r(r^2t) - \mu^r r^2t), \quad t \geq 0,
\end{align*}

and a deviation process $\hat{Y}^r$ that measures normalized deviations of server time allocations from the nominal allocations given by $x^*$:

\begin{align*}
\hat{Y}^r(t) &= r^{-1}(x^* r^2t - T^r(r^2t)), \quad t \geq 0.
\end{align*}

Also, we define the fluid scaled allocation process $\hat{T}^r$. 
\begin{align}
\bar{T}^r(t) &= r^{-2}T^r(r^2 t), \quad t \geq 0. \\
\text{Let}
\end{align}

\begin{align}
\hat{U}^r &= \begin{pmatrix} \hat{I}^r \\ -\hat{Y}_N^r \end{pmatrix},
\end{align}

where \( \hat{Y}_N^r \) consists of the components of \( \hat{Y}^r \) that are indexed by non-basic activities. Upon substituting the above into the equations for \( Q^r, I^r \), we obtain for \( t \geq 0 \):

\begin{align}
\hat{Q}^r(t) &= \hat{X}^r(t) + R^r \hat{Y}^r(t), \\
\hat{U}^r(t) &= K \hat{Y}^r(t), \\
\hat{X}^r(t) &= \hat{E}^r(t) - C \hat{S}^r(\bar{T}^r(t)) + r(\lambda^r - R^rx^* t),
\end{align}

where \( \hat{U}_k^r \) is continuous, non-decreasing and \( \hat{U}_k^r(0) = 0 \), for \( k = 1, \ldots, K + N \), and \( \hat{Q}_i^r(t) \geq 0 \) for all \( t \geq 0 \) and \( i = 1, \ldots, I \). Combining (3.1) and Assumption 3.1 with the mutual independence of the stochastic primitive sequences of i.i.d. random variables \( \{\hat{u}_i(l)\}_{l=1}^\infty, i \in I, \{\hat{v}_j(l)\}_{l=1}^\infty, j \in J \), we may deduce from the functional central limit theorem for renewal processes that

\begin{align}
(\hat{E}^r, \hat{S}^r) \Rightarrow (\tilde{E}, \tilde{S}), \quad \text{as} \quad r \rightarrow \infty,
\end{align}

where \( \tilde{E}, \tilde{S} \) are independent, \( \tilde{E} \) is an \( I \)-dimensional driftless Brownian motion that starts from the origin and has a diagonal covariance matrix whose \( i^{th} \) diagonal entry is \( \lambda_i a_i^2 \), and \( \tilde{S} \) is a \( J \)-dimensional driftless Brownian motion that starts from the origin and has a diagonal covariance matrix whose \( j^{th} \) diagonal entry is \( \mu_j b_j^2 \).

4. Brownian Control Problem and Equivalent Workload Formulation. In this section, following the method proposed by Harrison et al. [17, 19], we formulate a Brownian Control Problem (BCP) and its Equivalent Workload Formulation (EWF) as formal approximations to the control problem for the sequence of parallel server systems. We also show that the EWF can sometimes be further reduced, by the removal of some redundant controls, to a Reduced Equivalent Workload Formulation or REWF. Henceforth, we let \( \bar{T}^*(t) = x^* t \), for all \( t \geq 0 \).

4.1. Brownian Control Problem (BCP).

**Definition 4.1.** (Admissible control for the BCP) An admissible control for the BCP is a \( J \)-dimensional, adapted process \( \hat{Y} = \{\hat{Y}(t), t \geq 0\} \)
defined on some filtered probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}, \tilde{\mathbb{P}})\) which supports \(I\)-dimensional adapted processes \(\tilde{Q}\) and \(\tilde{X}\), such that the following three properties hold under \(\tilde{\mathbb{P}}\):

(i) \(\tilde{Q}(t) = \tilde{X}(t) + R\tilde{Y}(t) \in \mathbb{R}_+^I\) for all \(t \geq 0\), \(\tilde{\mathbb{P}}\)-a.s.,

(ii) \(\tilde{U} \equiv \{K\tilde{Y}(t), t \geq 0\}\) is non-decreasing and \(\tilde{U}(0) \geq 0\), \(\tilde{\mathbb{P}}\)-a.s.,

(iii) \(\tilde{X}\) is an \(I\)-dimensional \(\{\tilde{\mathcal{F}}_t\}\)-Brownian motion starting at the origin, with drift \(\theta\) and diagonal covariance matrix \(\Sigma\) whose \(i\)th diagonal entry is equal to \(\lambda_i a_i^2 + \sum_{j=1}^J C_{ij} \mu_j b_j^2 x_j^*\) for \(i \in I\).

We call \(\tilde{Q}\) the state process, \((\tilde{Q}, \tilde{U})\) the extended state processes and \(\tilde{X}\) the Brownian motion, for the Brownian Control Problem under the control \(\tilde{Y}\).

**Remark 4.1.** Note that the filtered probability space with Brownian motion \(\tilde{X}\) upon which \(\tilde{Y}\) is defined is part of the specification of \(\tilde{Y}\). In other words, this is a weak formulation of the control problem. In the subsequent text, when we refer to an admissible control \(\tilde{Y}\), it will be implicit that this also carries with it a filtered probability space and a Brownian motion. The first \(\mathbb{K}\) components of \(\tilde{U}\) will sometimes be denoted by \(\tilde{I}\) as they correspond to diffusion analogues of idle-time.

**Definition 4.2.** (Brownian Control Problem-BCP) Determine the optimal value

\[
\bar{J}^* = \inf_{\tilde{Y}} \bar{J}(\tilde{Y}) \quad \text{where} \quad \bar{J}(\tilde{Y}) \equiv \bar{\mathbb{E}} \left( \int_0^\infty e^{-\gamma t} f(\tilde{Q}(t)) dt \right),
\]

where the infimum is taken over all admissible controls for the BCP and \(\bar{\mathbb{E}}\) denotes expectation under the probability \(\bar{\mathbb{P}}\) associated with \(\tilde{Y}\). An admissible control \(\tilde{Y}^*\) that achieves the infimum in (4.1) is called an optimal control for the BCP.

The Brownian motion \(\tilde{X}\) appearing in the BCP is the formal limit in distribution of \(\tilde{X}^r\) of (3.21). The functional central limit theorems for the independent renewal processes \(E^r, S^r\) and a time change theorem (together with the assumption that \(T^r \Rightarrow T^*\)), are used to derive the covariance matrix for this Brownian motion. The control process \(\tilde{Y}\) in the BCP is a formal limit of the deviation processes \(\tilde{Y}^r\), where convergence of \(\tilde{Y}^r(0)\) to \(\tilde{Y}(0)\) is not required. The initial condition for \(\tilde{U}\) is relaxed from that in the prelimit to allow for the possibility of an initial jump in the queue-length process in the BCP. In fact, for the optimal solutions of the BCPs that we will solve here, such a jump will not occur and then the BCPs are equivalent to ones in which \(\tilde{U}(0) = 0\).
4.2. **Equivalent Workload Formulation (EWF).** Harrison and Van Mieghem [19] showed that one can reduce the dimensionality of the Brownian Control Problem to that of an Equivalent Workload Formulation (EWF). We summarize the relevant theory below.

**Definition 4.3. (Space of reversible displacements)** Let
\[ \mathcal{R} = \left\{ \delta \in \mathbb{R}^I : \delta = Rx \text{ and } Kx = 0, x \in \mathbb{R}^J \right\}. \]

(4.2) One can think of the vector space \( \mathcal{R} \) as follows. Given \( \tilde{q} \in \mathbb{R}^I_+, \tilde{q} > 0 \), for any \( \delta \in \mathcal{R} \) such that \( \tilde{q} + \delta > 0 \), using allowed controls in the BCP it is possible to instantaneously move the “queue-length” from \( \tilde{q} \) to \( \tilde{q} + \delta \) without incurring any idleness nor using any non-basic activities. Since \( \mathcal{R} \) is a vector space such changes are reversible. The idea of the Equivalent Workload Formulation is to focus on the non-reversible displacements of the queue-length, i.e., those in \( \mathcal{R}^\perp \).

**Definition 4.4. (Workload dimension, workload matrix)** Let \( L \) be the dimension of \( \mathcal{R}^\perp \). Then \( L \) is called the workload dimension. Let \( M \) be any \( L \times I \) dimensional matrix whose rows span \( \mathcal{R}^\perp \). Then \( M \) is called a workload matrix.

A simple formula for the workload dimension was established by Bramson and Williams [12] for Brownian Control Problems associated with general stochastic processing networks. When applied to parallel server systems, that result yields the following.

**Proposition 4.1.** The workload dimension \( L = I + K - B \).

The following result was proved by Harrison and Van Mieghem [19]. It is key to the reduction of the BCP to the EWF.

**Proposition 4.2.** Let \( M \) be an arbitrary workload matrix. Then there exists an \( L \times (K + N) \) matrix \( G \) such that
\[ MR = GK. \]

(4.3) The choice of \( G \) is usually not unique. We refer to \( G \) as a control matrix associated with \( M \). For the remainder of this subsection and in the next, we fix a choice for \( M \) and an associated \( G \). Let \( W = MR^I_+ \) and define
\[ g(w) = \inf\{f(q) : Mq = w, q \in \mathbb{R}^I_+\}, \quad w \in W. \]

(4.4) We will focus on the situation where the following assumption holds.
Assumption 4.1.  The mapping $g$ given by (4.4) is a well defined, continuous function from $W$ into $\mathbb{R}_+$ and the infimum in (4.4) is attained for each $w \in W$. Moreover, there exists a continuous mapping $\phi : W \rightarrow \mathbb{R}_+$ such that for $w \in W$, $\phi(w) \in \{q \in \mathbb{R}_+^3 : Mq = w, f(q) = g(w)\}$.

It is known that Assumption 4.1 is satisfied if $f$ is linear and for each $w \in W$ the set $\{q \in \mathbb{R}_+^3 : Mq = w\}$ is compact, see [9]. Later, in Theorem 6.1, we show that Assumption 4.1 holds for our choice of decoupled workload matrix, $M$. Indeed, we shall prove that for this choice of workload matrix, $g$ is a linear map when $f$ is linear. This is quite a simplification since in general one can at most expect $g$ to be a convex, piecewise linear function when $f$ is linear.

Definition 4.5.  (Admissible control for the EWF). An admissible control for the EWF is a $(K^+ + N)$-dimensional adapted process $\tilde{U}$ defined on some probability space $(\Lambda, \mathcal{E}, \{\mathcal{E}_t\}, Q)$, which supports $L$-dimensional adapted processes $\tilde{W}$ and $\tilde{\xi}$, such that the following properties hold under $Q$:

(i) $\tilde{W}(t) = \tilde{\xi}(t) + G\tilde{U}(t) \in W$ for all $t \geq 0$, $Q$-a.s.,
(ii) $\tilde{U}$ is non-decreasing, $\tilde{U}(0) \geq 0$, $Q$-a.s.,
(iii) $\tilde{\xi}$ is an $L$-dimensional $\{\mathcal{E}_t\}$-Brownian motion starting at the origin, with drift $M\theta$ and covariance matrix $M\Sigma M'$.

We call $\tilde{W}$ the state process with Brownian motion $\tilde{\xi}$ for the EWF under the control $\tilde{U}$. We let $A$ denote the set of admissible controls for the EWF. Note that this depends on the (fixed) choices of $M$ and $G$.

Remark 4.2.  Since range$(K) = \mathbb{R}^{K+N}$ (see Lemma 3.1), we do not need to add a constraint on the range of $\tilde{U}$. Note that the filtered probability space with Brownian motion $\tilde{\xi}$ upon which the control process $\tilde{U}$ is defined is part of the specification of $\tilde{U}$.

Definition 4.6.  (Equivalent Workload Formulation-EWF) Determine the optimal value

\[ J^* = \inf_{\tilde{U}} \tilde{J}(\tilde{U}) \quad \text{where} \quad \tilde{J}(\tilde{U}) = E\left(\int_0^\infty e^{-\gamma t}g(\tilde{W}(t))dt\right), \tag{4.5} \]

where the infimum is taken over all admissible controls for the EWF and $E$ denotes expectation under the probability $Q$ associated with $\tilde{U}$. An admissible control that achieves the infimum in (4.5) is called an optimal control for the EWF.
Remark 4.3. Nominally, the values of $\tilde{J}(\tilde{U})$ and $\check{J}^*$ depend on the choice of $M$ and $G$. However, since $M$ and $G$ are fixed, to lighten the notation, we have not explicitly indicated them here. Furthermore, as the following theorem shows, the value of $\check{J}^*$ is equal to $\tilde{J}^*$, and so in fact, this value is the same, regardless of the choice of $M$ and $G$. Despite this, as we shall see, for some choices of $M$ and $G$, it can be easier to see how to solve the EWF.

The following theorem shows the equivalence of the BCP to the EWF. For a similar formulation of the BCP and the EWF this equivalence was proved by Harrison and Van Mieghem in [19]. For the formulation used here the equivalence can be proved in the same way as in Harrison and Williams [21].

Theorem 4.1. Suppose that Assumption 4.1 holds. The optimal value $\tilde{J}^*$ for the BCP is equal to the optimal value $\check{J}^*$ for the EWF.

4.3. Reduced EWF (REW). In this subsection we show how the EWF may sometimes be further reduced by reducing the matrix $G$. Let $\mathbb{P} = \mathbb{K} + \mathbb{N}$. Given an $L \times D$ matrix $H$ for $1 \leq D \leq P$, the cone generated by the matrix $H$ is defined as follows,

$$C(H) = \left\{ v \in \mathbb{R}^L : v = Hu, u \in \mathbb{R}_+^D \right\} = \left\{ \sum_{j=1}^D u_j H^j, u_j \in [0, \infty) \right\} = H \mathbb{R}_+^D,$$

where $H^j$ denotes the $j^{th}$ column of $H$.

Lemma 4.1. Suppose $\hat{G}$ is an $L \times D$ matrix where $1 \leq D \leq \mathbb{P}$ and $C(G) = C(\hat{G})$. Let $\tilde{U}$ be an admissible control for the EWF. Then there exists a $D$-dimensional adapted process $\hat{U}$ defined on the same filtered probability space as $\tilde{U}$ such that:

(i) $G\tilde{U} = \hat{G}\hat{U}$,
(ii) $\hat{U}$ is non-decreasing with $\hat{U}(0) \geq 0$ almost surely.

Proof. Let $G^j$ be the $j^{th}$ column of $G$. Then, since $C(G) = C(\hat{G})$ there exists $u^j \in \mathbb{R}_+^P$ such that $G^j = \hat{G} u^j$. Let

$$\hat{U} = u^1 \hat{U}_1 + \cdots + u^p \hat{U}_p. \quad (4.6)$$

It is straightforward to verify the properties (i), (ii) and that $\hat{U}$ is an adapted process.
Definition 4.7. (Admissible control for the REWF) For some \(1 \leq D \leq P\), let \(\hat{G}\) be an \(L \times D\) matrix such that \(C(G) = C(\hat{G})\). An admissible control for the REWF associated with \(\hat{G}\) is a \(D\)-dimensional adapted process \(\hat{U} = \{\hat{U}(t), t \geq 0\}\) defined on some filtered probability space \((\Lambda, \mathcal{E}, \{\mathcal{E}_t\}, Q)\), which supports \(L\)-dimensional adapted processes \(\hat{W}\) and \(\hat{\xi}\), such that the following properties hold under \(Q\):

(i) \(\hat{W}(t) = \hat{\xi}(t) + \hat{G}\hat{U}(t) \in W\) for all \(t \geq 0\), \(Q\)-a.s.,
(ii) \(\hat{U}\) is non-decreasing with \(\hat{U}(0) \geq 0\), \(Q\)-a.s.,
(iii) \(\hat{\xi}\) is an \(L\)-dimensional \(\{\mathcal{E}_t\}\)-Brownian motion starting at the origin, with drift \(\theta\) and covariance matrix \(\Sigma\).

We let \(\hat{A}(\hat{G})\) denote the set of admissible controls for the REWF associated with \(\hat{G}\).

Definition 4.8. (REWF) Suppose that \(\hat{G}\) is an \(L \times D\) matrix for some \(1 \leq D \leq P\) such that \(C(G) = C(\hat{G})\). The REWF associated with \(\hat{G}\) is to determine the optimal value \(\hat{J}^*_{\hat{G}}\)

\[
\hat{J}^*_{\hat{G}} = \inf_{\hat{U} \in \hat{A}(\hat{G})} \hat{J}\hat{G}(\hat{U}) = \mathbb{E}\left(\int_0^\infty e^{-\gamma t} g(\hat{W}(t)) dt\right),
\]

where the infimum is taken over all \(\hat{U} \in \hat{A}(\hat{G})\) and \(\mathbb{E}\) denotes expectation under the probability \(Q\) associated with \(\hat{U}\). An admissible control \(\hat{U}\) that achieves the infimum in (4.7) is called an optimal control for the REWF associated with \(\hat{G}\).

Each \(L \times D\) matrix \(\hat{G}\), with the property that \(C(G) = C(\hat{G})\), gives rise to an REWF. The following lemma shows that all REWFs are equivalent to the EWF.

Theorem 4.2. For some \(1 \leq D \leq P\), let \(\hat{G}\) be an \(L \times D\) matrix such that \(C(G) = C(\hat{G})\). Then, the optimal value \(\hat{J}^*_{\hat{G}}\) of the REWF associated with \(\hat{G}\) is the same as the optimal value \(\hat{J}^*\) of the EWF associated with \(G\).

Proof. By Lemma 4.1 for each \(\hat{U} \in \hat{A}\) there exists a \(\hat{U} \in \hat{A}(\hat{G})\) defined on the same filtered probability space as \(\hat{U}\) such that \(\hat{G}\hat{U} = \hat{G}\hat{U}\). Then with \(\hat{\xi} = \hat{\xi}, \hat{W} = \hat{\xi} + \hat{G}\hat{U} = \hat{\xi} + \hat{G}\hat{U} = \hat{W}\), and therefore, \(\hat{J}(\hat{U}) = \hat{J}\hat{G}(\hat{U})\). Also, by a similar proof to that for Lemma 4.1 (by switching the roles of \(G\) and \(\hat{G}\)), for each \(\hat{U} \in \hat{A}(\hat{G})\) there exists a \(\hat{U} \in A\) defined on the same probability space as \(\hat{U}\) such that \(\hat{G}\hat{U} = \hat{G}\hat{U}\) and again \(\hat{J}\hat{G}(\hat{U}) = \hat{J}(\hat{U})\). It follows that \(\hat{J}^* = \hat{J}^*_{\hat{G}}\). \(\square\)
4.4. Harrison’s choice of workload matrix and the dual program. Harrison [17] provided an alternative description of $R^\perp$ and proposed a choice for $M$ and $G$, as follows.

**Definition 4.9. (Dual Program DP)**

(4.8) maximize $y \cdot \lambda$ subject to $y^\prime R \leq z^\prime A$, $z^\prime 1 = 1$ and $z \geq 0$.

**Proposition 4.3.** Let $\{ (y^1, z^1), \ldots, (y^L, z^L) \}$ be the set of extremal optimal solutions of the dual program. Let $\{ (y^1, z^1), \ldots, (y^L, z^L) \}$ be such that $\{ y^1, \ldots, y^L \}$ is a maximal linearly independent subset of $\{ y^1, \ldots, y^L \}$. Then,

(4.9) $R^\perp = \text{span}\{ y^1, \ldots, y^L \}$.

Proposition 4.3 suggests a choice for a workload matrix $M$. In particular, fix $\{ y^1, \ldots, y^L \}$ and let

(4.10) $M = \begin{pmatrix} y^1 \\ \vdots \\ y^L \end{pmatrix}$,

where we abuse notation and we think of $y^1, \ldots, y^L$ as row vectors. Following Harrison [17], let

(4.11) $G = [\Pi \Pi N - MJ]$, where

(4.12) $\Pi = \begin{pmatrix} z^1 \\ \vdots \\ z^L \end{pmatrix}$,

and vectors $z^1, \ldots, z^L$ are viewed as row vectors that accompany $y^1, \ldots, y^L$ as in Proposition 4.3. Then, the matrix $G$ given by (4.11) satisfies the relation $MR = GK$ in Proposition 4.2. Moreover, from the dual program it follows that $G \geq 0$.

5. Structure of the server-buffer graph.

5.1. Server-buffer graph.

**Definition 5.1. (Server-buffer graph $G$)** The graph $G$ in which servers and buffers form the nodes, and undirected edges between the nodes are given by basic activities, is called the server-buffer graph.
The following theorem was established in two stages. In [18], Harrison and López proved the equivalence of (i)–(iii) below and subsequently Williams [34] showed that (i)–(iii) are equivalent to (iv).

**Theorem 5.1.** The following conditions are equivalent:

(i) the dual program (4.8) has a unique solution \((y^*, z^*)\),
(ii) the number of basic activities \(B = I + K - 1\),
(iii) all servers communicate via basic activities,
(iv) the graph \(G\) is a tree.

**Remark 5.1.** It follows from Proposition 2 in [18] that for the solution in (i), \(y^* > 0, z^* > 0, y^*H = z^*B\) and \(y^*J < z^*N\).

A parallel server system that satisfies any of the equivalent conditions (i)–(iv) of Theorem 5.1 is said to satisfy the complete resource pooling (CRP) condition. From the results of Bramson and Williams [12] embodied in Proposition 4.1, we know that in general \(L = I + K - B\), and so Theorem 5.1 characterizes the situation when \(L = 1\). In the next subsection, we state and prove a result that generalizes part (iv) of Theorem 5.1 to \(L > 1\).

5.2. Forest of trees structure. Our first main result is the following.

**Theorem 5.2.** The workload dimension \(L\) is equal to the number of connected components in the server-buffer graph \(G\). Indeed, the server-buffer graph \(G\) is a forest of \(L\) trees.

To prove Theorem 5.2, we introduce the following enumeration scheme, which we shall use henceforth. Recall that \(I = \{1, ..., I\}, K = \{1, ..., K\}\) and \(B = \{1, ..., B\}\). Let \(M\) be the number of connected components in \(G\) denoted by \(T_1, ..., T_M\). For each \(m \in M = \{1, ..., M\}\) let \(I_m\) be the subset of \(I\) that indexes the buffers in \(T_m\). Similarly, for each \(m \in M\) let \(K_m\), respectively \(B_m\), be the subset of \(K\), respectively \(B\), that indexes the servers, respectively the basic activities, in \(T_m\). The cardinalities of \(I_m, K_m\) and \(B_m\) are denoted by \(I_m, K_m\) and \(B_m\), respectively. Note that \(B_m\) is the number of edges in \(T_m\). The set \(N = \{B + 1, ..., J\}\) of non-basic activities, has cardinality \(N\). For each \(m \in M\), let \(N^{m,c}\) be the set of non-basic activities that consume material from buffers in \(T_m\) and let \(N^{m,p}\) be the set of non-basic activities that are processed by servers in \(T_m\). For each \(m, m' \in M\) let \(N^{m}_{m'}\) be the set of non-basic activities that consume material from buffers in \(T_m\) and that are processed by servers in \(T_{m'}\). Note that \(N^{m}_{m'} = N^{m,c} \cap N^{m',p}\). Let \(N^{m,c}\),
\( \mathbb{N}^{m,p} \) and \( \mathbb{N}_{m'}^{m} \) be the cardinalities of \( \mathcal{N}^{m,c} \), \( \mathcal{N}_{m'}^{m} \), and \( \mathcal{N}_{m'}^{m} \), respectively.

Then for any \( m, m' \in \mathcal{M} \),

\[
\mathbb{N}^{m,c} = \sum_{l=1}^{M} \mathbb{N}_l^{m} \quad \text{and} \quad \mathbb{N}^{m',p} = \sum_{l=1}^{M} \mathbb{N}_l^{m'}.
\]

We can and do choose the enumeration of buffers, servers, basic and non-basic activities so that the following properties hold.

**Convention 5.1.**

i) If buffer \( i \in \mathcal{I}_m \) and buffer \( i' \in \mathcal{I}_{m'} \) where \( m < m' \), then \( i < i' \),

ii) if server \( k \in \mathcal{K}_m \) and server \( k' \in \mathcal{K}_{m'} \) where \( m < m' \), then \( k < k' \),

iii) if \( i \) and \( i' \) are distinct buffers such that \( i < i' \) and if \( j \) and \( j' \) are basic activities such that \( i = i(j) \) and \( i' = i(j') \), then \( j < j' \),

iv) if \( j \in \mathcal{N}^{m,c} \) and \( j' \in \mathcal{N}^{m',c} \) where \( m < m' \), then \( j < j' \),

v) if \( j' \in \mathcal{N}^{m}_{m'} \) and \( j'' \in \mathcal{N}^{m'}_{m''} \) where \( m' < m'' \), then \( j' < j'' \).

This convention induces the following partitions of \( R \) and \( A \),

\[
R = \begin{pmatrix}
H^1 & 0 & \ldots & 0 & J^1 & 0 & \ldots & 0 \\
0 & H^2 & \ddots & \vdots & 0 & J^2 & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & H^m & 0 & \ldots & 0 & J^m
\end{pmatrix},
\]

(5.1)

\[
A = \begin{pmatrix}
B^1 & 0 & \ldots & 0 & N^1_1 & 0 & \ldots & 0 & N^m_1 & 0 & \ldots & 0 \\
0 & B^2 & \ddots & \vdots & 0 & N^1_2 & \ddots & \vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & 0 & B^m & 0 & \ldots & 0 & N^1_{m'} & 0 & \ldots & 0 & N^m_{m'}
\end{pmatrix},
\]

(5.2)

where \( H^m \) is the \( \mathbb{I}_m \times \mathbb{B}_m \) matrix of rates at which basic activities in \( \mathcal{T}_m \) consume material from buffers in \( \mathcal{T}_m \). The \( \mathbb{I}_m \times \mathbb{N}_{m,c} \) matrix \( J^m \) is the matrix of average processing rates for non-basic activities in \( \mathcal{N}_{m,c} \) that consume material from buffers in \( \mathcal{T}_m \). The \( \mathbb{K}_m \times \mathbb{B}_m \) matrix \( B^m \) has a solitary one in its \( j^{th} \) column in the row corresponding to the server that processes the \( j^{th} \) basic activity in \( \mathcal{T}_m \). The matrix \( N^m_{m'} \) is a \( \mathbb{K}_{m'} \times \mathbb{N}_{m'} \) matrix of zeros and ones that signals which servers in \( \mathcal{T}_{m'} \) process jobs from buffers in \( \mathcal{T}_m \) using non-basic activities, i.e., it has a solitary one in its \( j^{th} \) column for the \( j^{th} \) non-basic activity that consumes material from a buffer in \( \mathcal{T}_m \) and is processed by a server in \( \mathcal{T}_{m'} \). The row that contains the one corresponds
to the server that performs the processing of that activity. For each $m$, the
enumeration induces a partition of $J^m$:

$$J^m = [J_1^m, \ldots, J_M^m],$$

where $J_m^m$ is the $I_m \times N_m^m$ matrix of consumption rates for non-basic
activities in $N_m^m$. In the following proof, depending on the context, a vector
$x$ sometimes denotes a row vector and at other times it denotes a column
vector; whichever is meant will be clear from the context.

**Proof of Theorem 5.2.** Since each $T_m$ is connected and $I_m + K_m$ is
the number of nodes in $T_m$, it follows immediately that

$$B_m \geq I_m + K_m - 1, \quad \text{for } m = 1, \ldots, M. \quad (5.3)$$

Summing over all connected components, we obtain that

$$B = \sum_{m=1}^M B_m \geq \sum_{m=1}^M (I_m + K_m - 1) = I + K - M. \quad (5.4)$$

Rearranging the terms in the last equation and using Proposition 4.1 we
obtain that

$$M \geq I + K - B = L. \quad (5.5)$$

Hence the workload dimension $L$ is less than or equal to the number $M$ of
connected components in $G$. To establish that $M = L$, it is enough to show
that $B_m = I_m + K_m - 1$ for $1 \leq m \leq M$. For an argument by contradiction,
suppose that for some index $m^*$,

$$B_{m^*} > I_{m^*} + K_{m^*} - 1. \quad (5.6)$$

From the heavy traffic Assumption 3.2 we have that $x^* = (x^*_B, 0_B)$, where
$x^*_B$ is a positive $B$-dimensional vector of nominal rate allocations for basic
activities and $0_B$ is an $N$-dimensional vector of zeros whose entries are nom-
inal allocations for non-basic activities. With a slight abuse of notation, we
write

$$x^*_B = (x^*_1, \ldots, x^*_M), \quad (5.7)$$

where $x^*_m$ is a $B_m$-dimensional vector of allocations for the basic activities
in $B_m$, $m = 1, \ldots, M$. Similarly, we write

$$\lambda = (\lambda_1, \ldots, \lambda_{B_0}), \quad (5.8)$$
where $\lambda_m$ is an $I_m$-dimensional vector of average arrival rates for the buffers in $I_m$ and

\[(5.9) \quad 1_K = (1, \ldots, 1_m),\]

where $1_m$ is a $K_m$-dimensional vector of ones. From the heavy traffic Assumption 3.2 and (5.1)–(5.2),

\[(5.10) \quad \lambda_m = H^m x^*_m \quad \text{and} \quad 1_m = B^m x^*_m \quad \text{for} \quad m = 1, \ldots, M,\]

and in particular $\lambda_{m^*} = H^{m^*} x^{*m^*}$ and $1_{m^*} = B^{m^*} x^{*m^*}$. There are two cases to consider.

**Case I:** Suppose that $I_{m^*} + K_{m^*} < B_{m^*}$.

Let

\[(5.11) \quad P^{m^*} = \begin{pmatrix} H^{m^*} \\ B^{m^*} \end{pmatrix}.\]

Then $P^{m^*}$ is an $(I_{m^*} + K_{m^*}) \times B_{m^*}$ matrix and the null space of $P^{m^*}$ is non-trivial. Thus, there exists a non-zero $B_{m^*}$-dimensional vector $v$ such that $P^{m^*}v = 0$. Since all of the components of $x^*_{m^*}$ are strictly greater than zero, there exists a $\delta > 0$ such that all of the components of $x^*_{m^*} + \delta v$ are strictly greater than zero. Define a $J$-dimensional vector $\hat{v}$ as follows,

\[(5.12) \quad \hat{v} = (0, v, 0, 0, \ldots, 0_{m^* - 1}, 0_{m^* + 1}, \ldots, 0_m, 0_N)',\]

where $0_m$ is the $B_m$-dimensional zero vector for $m \neq m^*$ and $0_N$ is the $N$-dimensional zero vector. Then

\[(5.13) \quad \begin{pmatrix} R \\ A \end{pmatrix} \delta \hat{v} = 0.\]

The first $B$ components of $x^* + \delta \hat{v}$ are strictly greater than zero, the last $N$ components are identically zero, and

\[(5.14) \quad R(x^* + \delta \hat{v}) = \lambda, \quad A(x^* + \delta \hat{v}) = 1_K.\]

This violates the uniqueness part of the heavy traffic Assumption 3.2.

**Case II:** Suppose that $I_{m^*} + K_{m^*} = B_{m^*}$.

Let $P^{m^*}$ be as in **Case I**. There are two subcases to consider.

(i) The null space of $P^{m^*}$ is not $\{0\}$. Then we can repeat the argument from **Case I**.
(ii) The null space of $P^{m^*}$ is $\{0\}$. Then $P^{m^*}$ is invertible and there exists a $\mathbb{B}_{m^*}$-dimensional vector $u$ such that

\begin{equation}
P^{m^*}u = \begin{pmatrix} 0_{m^*} \\ -1_{m^*} \end{pmatrix},
\end{equation}

where $0_{m^*}$ is the $\mathbb{I}_{m^*}$-dimensional zero vector and $1_{m^*}$ is the $\mathbb{K}_{m^*}$-dimensional vector of ones. As in Case I, there is a $\delta \in (0,1)$ such that all of the components of $x_{m^*}^* + \delta u$ are strictly positive and in the same manner as in (5.12), we can extend $u$ to a $\mathbb{J}$-dimensional vector $\hat{u}$ satisfying

\begin{equation}
R(x^* + \delta \hat{u}) = \lambda \quad \text{and} \quad A(x^* + \delta \hat{u}) = 1 - \delta 1_{m^*},
\end{equation}

where $(\hat{1}_{m^*})_k = 1$ if $k \in \mathbb{K}_{m^*}$ and $(\hat{1}_{m^*})_k = 0$ otherwise. This violates the heavy traffic Assumption 3.2. Thus, by contradiction we have that,

\begin{equation}
\mathbb{B}_m = \mathbb{I}_m + \mathbb{K}_m - 1, \text{ for all } m,
\end{equation}

as desired. Furthermore, as observed by Williams [34], since the connected graph $\mathcal{T}_m$ with $\mathbb{I}_m + \mathbb{K}_m$ nodes has exactly $\mathbb{I}_m + \mathbb{K}_m - 1$ edges, it must be a tree (cf. Theorem 3.1 in [8]).

From this point on, the trees in $\mathcal{G}$ will be denoted by $\mathcal{T}_1, \ldots, \mathcal{T}_L$, and we let $\mathcal{L} = \{1, \ldots, L\}$. 

---

**Fig 2.** Example of a server-buffer graph $\mathcal{G}$ where only basic activities are shown. Trees $\mathcal{T}_1, \ldots, \mathcal{T}_L$ encircled by dashed lines are enumerated from left to right.
6. Decoupled workload matrix and the cost function in the EWF.

In this section we prove that one can choose the workload matrix $M$ for parallel server systems to have a simple block diagonal-like structure related to the forest of trees structure of the server-buffer graph. We call this a decoupled workload matrix because each queue-length component affects just one workload component and the workload matrix partitions or decouples the queue-length components coming from different trees. We exploit the structure of this decoupled workload matrix to prove that when the BCP cost function $f$ is linear, the cost function $g$ for the EWF is also linear. Indeed, we give an explicit form for $g$ and for the associated continuous selection function $\phi$. We end the section by giving an example to illustrate the point that when the workload dimension is more than one, our decoupled workload matrix and the associated EWF typically has a simpler structure than for the choice of workload matrix proposed by Harrison [17].

6.1. Decoupled workload matrix and associated control matrix. We have seen in Section 4 that Harrison’s choice for the workload matrix is obtained by finding the extremal optimal solutions of the dual program for the entire system. For our choice, for each $l \in \mathcal{L}$, let $\tilde{T}_l$ be the graph obtained by adding the non-basic activities in $\mathcal{N}_l$ to the tree $T_l$. Then $\tilde{T}_l$ consists of servers and buffers in $T_l$ and all activities that both consume material from buffers in $T_l$ and are processed by servers in $T_l$. We treat each graph $\tilde{T}_l$, $l \in \mathcal{L}$, in isolation as a parallel server system with a one-dimensional workload. By collecting these workload vectors, we construct a workload matrix for the whole system. In contrast to the situation for Harrison’s choice of workload matrix, the control matrix $G$ that goes with our decoupled workload matrix is not necessarily non-negative. We now describe our choice in detail. In the following, depending on the context, a vector $x$ sometimes denotes a row vector and at other times it denotes a column vector; whichever is meant will be clear from the context.

For each $l \in \mathcal{L}$, let $\lambda_l$ be specified as in (5.8), let $x^*_l$ denote the $(B_l + N_l)$-dimensional vector consisting of the components of $x^*$ indexed by the activities in $\tilde{T}_l$, and let

$$R_l = [H_l, J_l^r], \quad A_l = [B_l, N_l^r].$$

Then $(\lambda_l, R_l, A_l)$ can be viewed as specifying “first order parameters” for a parallel server system with network structure given by $\tilde{T}_l$. As noted in [12], the notions of heavy traffic and workload dimension and matrix only depend on such first order parameters. In particular, we have the following. For this, recall that we are assuming that Assumption 3.3 holds, which includes Assumptions 3.1 and 3.2.
Lemma 6.1. For \( l \in L \), \( \tilde{T}_l \) is in heavy traffic, i.e., \((x^*_l, 1)\) is the unique solution of the linear program associated with \((\lambda_l, R_l, A^l)\):

\[
\begin{align*}
\text{(6.2)} & \quad \text{minimize } \rho \text{ subject to } R_l x_l = \lambda_l, \ A^l x_l \leq \rho 1_l \text{ and } x_l \geq 0. \\
\end{align*}
\]

Proof. Fix \( l \in L \). From the block diagonal structure of (5.1)-(5.2), the definition of \( x^* \), and the fact that non-basic components of \( x^* \) are zero, it follows that \((x^*_l, 1)\) is a feasible solution of the linear program (6.2) associated with \((\lambda_l, R_l, A^l)\) and it satisfies \( A^l x^*_l = 1_l \). Suppose that \((x^\dagger_l, \rho^\dagger)\) is an optimal solution of the linear program associated with \((\lambda_l, R_l, A^l)\) and \( x^\dagger_l \neq x^*_l \). Then, \( R_l x^\dagger_l = \lambda_l, \ A^l x^\dagger_l \leq \rho^\dagger 1_l \leq 1_l \). Let \( x^\dagger \) be the vector obtained from \( x^* \) by replacing the components indexed by activities in \( \tilde{T}_l \) by the components of \( x^\dagger_l \) associated with those activities. Then, by (5.1)-(5.2), \( R x^\dagger = \lambda, \ A x^\dagger \leq 1 \) and \( x^\dagger \neq x^* \). Thus, \((x^\dagger, 1)\) is a feasible solution of the linear program (3.2). By Assumption 3.2, the optimal value of that program is one, and by the assumed uniqueness of its optimal solution, we must have \( x^\dagger = x^* \) and hence \( x^\dagger_l = x^*_l, \rho^\dagger = 1 \). □

By Theorem 5.1, when viewed in isolation, \( \tilde{T}_l \) corresponds to a parallel server system with a one-dimensional workload, where a workload matrix (vector) for \( \tilde{T}_l \) can be obtained from the unique solution of the following dual program.

Definition 6.1.

\[
(6.3) \quad \text{maximize } \tilde{y}^l \cdot \lambda_l \text{ subject to } \tilde{y}^l R^l \leq \tilde{z}^l A^l, \ \tilde{z}^l \cdot 1_l = 1 \text{ and } \tilde{z}^l \geq 0.
\]

Let \((y^l, z^l)\) be the (optimal) solution of the above dual program for \( \tilde{T}_l \). Then \( y^l \) is the choice of workload matrix (vector) for \( \tilde{T}_l \) proposed in [17]. It follows that \( y^l \in \mathcal{R}^l \) where

\[
(6.4) \quad \mathcal{R}^l = \{ \delta_l \in \mathbb{R}^{|I_l|} : \delta_l = R^l x_l, K^l x_l = 0, x_l \in \mathbb{R}^{B^l + \mathbb{N}^l} \},
\]

is the space of reversible displacements for \( \tilde{T}_l \),

\[
(6.5) \quad K^l = \begin{pmatrix}
B^l & N^l_l \\
0 & -I^l
\end{pmatrix},
\]

and \( I^l \) is the \( \mathbb{N}^l_l \times \mathbb{N}^l_l \) identity matrix. Recall that by Proposition 2 in [18], \( y^l > 0 \) and \( z^l > 0 \). Let \( \hat{y}^l \) be the \( \mathbb{I} \)-dimensional vector:

\[
(6.6) \quad \hat{y}^l = (0, \ldots, 0_l-1, y^l, 0_{l+1}, \ldots, 0_L),
\]
which is the augmentation of $y^l$, where $0_L$ is the $L$-dimensional vector of zeros for $l' \neq l$. Let $M$ be the $L \times L$ matrix with rows given by $\hat{y}^l, l \in L$. Then $M$ has a block diagonal-like structure:

\[
M = \begin{pmatrix}
\hat{y}^1 \\
\hat{y}^2 \\
\vdots \\
\hat{y}^{L-1} \\
\hat{y}^L
\end{pmatrix} = \begin{pmatrix}
y^1 & 0 & \cdots & 0 \\
0 & y^2 & 0 & \cdots \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & 0 & \ddots & 0 \\
0 & \cdots & 0 & y^L
\end{pmatrix}.
\tag{6.7}
\]

The following lemma shows that $M$ is a valid choice for a workload matrix for the entire parallel server system.

**Lemma 6.2.** For each $l \in L$, $\hat{y}^l \in \mathcal{R}^\perp$. Furthermore $\hat{y}^1, ..., \hat{y}^L$ are linearly independent and form a basis for $\mathcal{R}^\perp$.

**Proof.** Let $w \in \mathcal{R}$ be arbitrary. Then $w = (w_1, ..., w_L)$, where each $w_l$ is $l_l$-dimensional. We would like to show that $\hat{y}^l \cdot w = 0$. Since $w \in \mathcal{R}$ there exists an $x \in \mathbb{R}^J$ such that $w = Rx$ and $Kx = 0$. By (5.1)–(5.2) and the fact that the non-basic entries in $x$ are zero, it follows that $w_l = R^l x_l$ and $K^l x_l = 0$. Therefore $w_l \in \mathcal{R}_l$ and by the assumption on $y^l$, $y^l \cdot w_l = 0$. Hence $\hat{y}^l \cdot w = 0$ and since $w \in \mathcal{R}$ was arbitrary $\hat{y}^l \in \mathcal{R}^\perp$. By (6.6), $\hat{y}^1, ..., \hat{y}^L$ are orthogonal and hence linearly independent. The result then follows since $L$ linearly independent vectors in the $L$-dimensional vector space $\mathcal{R}^\perp$ constitute a basis for $\mathcal{R}^\perp$. 

For the choice of $M$ in (6.7), $\tilde{Q}$ as in the BCP and $\tilde{W} = M \tilde{Q}$, for each $l \in L$, $\tilde{W}_l$ is a sum of diffusion “queue-lengths” associated with buffers in $\tilde{T}_l$. In this sense, $\tilde{W}_l$ represents the diffusion workload of $\tilde{T}_l$. This interpretation is not generally available for Harrison’s proposal for workload as the $l$th component of his diffusion workload often involves diffusion queue-lengths for buffers from more than one tree in $\tilde{G}$ (see Section 6.4 for an example).

**Lemma 6.3.** With the above choice of $M$, $W = MR^\perp = \mathbb{R}^\perp$.

**Proof.** For $l \in L$, by Proposition 2 in [18], $y^l > 0$. The conclusion is immediate by the form of $M$ in equation (6.7).

For the workload matrix $M$ described above we find a control matrix $G$ that will satisfy $MR = GK$. For this, for each $l \in L$, we augment the
KL-dimensional vector $z_l$ to a KL-dimensional vector:

$$\hat{z}^l = (0_1, \ldots, 0_{l-1}, z_l, 0_{l+1}, \ldots, 0_L),$$

where $0_l$ is the KL-dimensional zero vector. Let

$$\Pi = \begin{pmatrix} \hat{z}^1 & \hat{z}^2 & \cdots & \hat{z}^{L-1} & \hat{z}^L \\ z^1 & z^2 & \cdots & \vdots & \vdots \\ \vdots & 0 & \ddots & 0 & \vdots \\ \vdots & \vdots & \ddots & 0 & \vdots \\ 0 & \cdots & \cdots & 0 & z^L \end{pmatrix},$$

(6.9)

**Lemma 6.4.** Let $M, \Pi$ be given by (6.7) and (6.9). Define an $L \times P$ matrix $G$ by

$$G = [\Pi \Pi N - MJ].$$

Then $G$ is a valid choice for a control matrix, i.e., the relation $MR = GK$ is satisfied.

**Proof.** For $l \in L$, since $(y^l, z^l)$ is a unique extremal optimal solution of the dual linear program for the subnetwork $\tilde{T}_l$, we have that $y^l H^l = z^l B^l$. By the form of $M$, $\Pi$, $H$ and $B$, it follows that $\Pi B = MH$, and therefore

$$GK = [\Pi \Pi N - MJ] \begin{pmatrix} B \\ 0 \\ N^{-1} \end{pmatrix} = [\Pi B \Pi N - \Pi N + MJ]$$

$$= [MH \quad MJ] = M [H \quad J] = MR.$$

We proceed to describe $G$ more explicitly. First we compute $MJ$:

$$MJ = \begin{pmatrix} y^1 J^1 & 0 & \cdots & 0 \\ 0 & y^2 J^2 & \ddots & \vdots \\ \vdots & \ddots & \ddots & 0 \\ 0 & \cdots & 0 & y^L J^L \end{pmatrix}$$

$$= \begin{pmatrix} y^1 J^1_1 & \cdots & y^1 J^1_L & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ 0 & \cdots & 0 & y^2 J^2_1 & \cdots & y^2 J^2_L & \cdots & \vdots & \vdots & \vdots \\ \vdots & \cdots & \vdots & 0 & \cdots & 0 & \cdots & 0 & \cdots & 0 \\ 0 & \cdots & 0 & \vdots & \cdots & \vdots & \cdots & y^L J^L_1 & \cdots & y^L J^L_L \end{pmatrix},$$
where \( y^l J^l \) is an \( N_l^{l,c} \)-dimensional vector and \( y^l J^l_m \) is an \( N_m^l \)-dimensional vector. Then we compute \( \Pi N \):

\[
\Pi N = \begin{pmatrix}
  z^1 N_1^l & 0 & \ldots & 0 & \ldots & \ldots & 0 \\
  0 & z^2 N_2^l & \ddots & \ddots & \ddots & \ddots & 0 \\
  \vdots & \ddots & \ddots & 0 & \ddots & \ddots & \vdots \\
  0 & \ldots & 0 & z^L N_L^l & \ldots & 0 & \ldots & 0 \\
\end{pmatrix},
\]

where \( z^l N_l^m \) is an \( N_l^m \)-dimensional vector. For the above choices of \( M \) and \( \Pi \), it is not true in general that \( \Pi N - MJ \geq 0 \). More specifically, \( G \) has the following form:

\[
G = [ \Upsilon_0, \Upsilon_1, \Upsilon_2, \ldots, \Upsilon_L ],
\]

where

\[
\Upsilon_0 = \Pi = \begin{pmatrix}
  z^1 & 0 & \ldots & \ldots & 0 \\
  0 & z^2 & 0 & \ldots & \ddots \\
  \vdots & \ddots & \ddots & 0 & \ddots \\
  0 & \ldots & 0 & z^{L-1} & 0 \\
  0 & \ldots & 0 & 0 & z^L \\
\end{pmatrix},
\]

and for \( l \in \mathcal{L} \), \( \Upsilon_l \) is given by the following

\[
\Upsilon_l = \begin{pmatrix}
  z^1 N_1^l & 0 & \ldots & \ldots & \ldots & 0 \\
  0 & z^2 N_2^l & 0 & \ldots & \ldots & \ddots \\
  \vdots & \ddots & \ddots & 0 & \ddots & \ddots \\
  0 & \ldots & 0 & \ldots & 0 & \ldots & \ldots & \ldots & 0 \\
  \vdots & \ldots & \ldots & \ldots & \ddots & \ddots \\
  0 & \ldots & \ldots & \ldots & 0 & z^L N_L^l \\
\end{pmatrix}.
\]

For \( l, m \in \mathcal{L} \), each column of \( N_l^m \) and \( J^l_m \) has one positive entry and all other entries are equal to zero. Recall that for each \( l \in \mathcal{L} \), \( y^l > 0 \), \( z^l > 0 \) and \( y^l J^l < z^l N_l^l \) (see Remark 5.1). It follows that for each \( l, m \in \mathcal{L} \), \( z^m N_l^m > 0 \), \( -y^l J^l_m < 0 \) and \( z^l N_l^l - y^l J^l > 0 \).

As we will see in Section 9, in practice it may be computationally convenient to choose a slightly different workload and control matrix according to the following lemma.
Lemma 6.5. For any $c \in \mathbb{R}^L_+$ such that $c^l > 0$ for $l = 1, \ldots, L$, let

$$
M^c = \begin{pmatrix}
c^1y^1 & 0 & \ldots & \ldots & \ldots & 0 \\
0 & c^2y^2 & 0 & \ldots & \vdots \\
\vdots & 0 & \ddots & 0 & \vdots \\
\vdots & \ldots & 0 & c^{l-1}y^{l-1} & 0 \\
0 & \ldots & \ldots & 0 & c^ly^l
\end{pmatrix},
$$

$$
\Pi^c = \begin{pmatrix}
c^1z^1 & 0 & \ldots & \ldots & \ldots & 0 \\
0 & c^2z^2 & 0 & \ldots & \vdots \\
\vdots & 0 & \ddots & 0 & \vdots \\
\vdots & \ldots & 0 & c^{l-1}z^{l-1} & 0 \\
0 & \ldots & \ldots & 0 & c^lz^l
\end{pmatrix},
$$

and

(6.15) \quad G^c = [\Pi^c \Pi^c N - M^c J].

Then, $M^c$ and $G^c$ are valid choices for a workload and an associated control matrix.

Proof. Since $c^l > 0$ for each $l$, the rows of $M^c$ constitute a basis for $\mathcal{R}^\perp$ by Lemma 6.2. By a straightforward computation as in Lemma 6.4 we see that $M^c R = G^c K$.

Note that, if $c$ is the $L$-dimensional vector of ones, then $M^c = M$ and $G^c = G$. In the next two subsections the matrices $M$ and $G$ are chosen as described in this subsection.

6.2. Columns of $G$ and components of the control $\hat{U}$. The control process $\hat{U}$ in the EWF is $J$-dimensional. The first $K$ components of $\hat{U}$ are Brownian model analogues of server idle-times. The last $N$ components of $\hat{U}$ are Brownian model analogues of allocations to non-basic activities. An increase in $\hat{U}_j$ moves the system in the direction $G^j$, where $G^j$ is the $j^{th}$ column of $G$. For this, there are three cases to consider:

(i) increasing $\hat{U}_k$ for $k \in K$, increases the workload $\hat{W}_l$ for $\hat{T}_l$ when server $k$ belongs to $\hat{T}_l$ and has no effect on other components of the workload;

(ii) increasing $\hat{U}_{j'}$ for $j' = j - B + K$ where $j \in N^l_l$, $l \in L$, corresponds to using a non-basic activity in $\hat{T}_l$ and this increases the workload $\hat{W}_l$ for $\hat{T}_l$ and has no effect on other components of the workload;
(iii) increasing $\tilde{U}_j$ for $j' = j - B + K$ where $j \in \mathcal{N}_m^l$, $m \neq l$, $m, l \in \mathcal{L}$, corresponds to use of a non-basic activity that connects two different components $\tilde{T}_l$ and $\tilde{T}_m$, and this will decrease the workload $\tilde{W}_l$ for $\tilde{T}_l$ and increase the workload $\tilde{W}_m$ for $\tilde{T}_m$. This has to do with the fact that $j$ consumes material from a buffer in $\tilde{T}_l$ and is processed by a server in $\tilde{T}_m$.

6.3. Cost function in the EWF when the BCP has linear holding cost. In this subsection, we assume that the cost function $f$ in the BCP is linear. More precisely, we assume the following.

**Assumption 6.1.** Assume that the cost function $f : \mathbb{R}_+^I \rightarrow \mathbb{R}_+$ is given by

$$f(q) = h \cdot q \text{ for all } q \in \mathbb{R}_+^I,$$

where $h = (h_1, \ldots, h_I)'$ satisfies $h_i > 0$ for $i = 1, \ldots, I$.

Recall that for $w \in \mathbb{R}_+^L$,

$$g(w) = \min\{h \cdot q : Mq = w, q \in \mathbb{R}_+^I\}, \quad (6.17)$$

**Theorem 6.1.** Under Assumption 6.1, the cost function $g$ is linear. In particular, for $w \in \mathbb{R}_+^L$,

$$g(w) = \kappa \cdot w, \quad (6.18)$$

where

$$\kappa_l \equiv \min_{i \in \mathcal{I}_l} \left( \frac{h_i}{\hat{y}_{il}} \right), \quad l \in \mathcal{L}. \quad (6.19)$$

Moreover, a continuous selection function $\phi$ associated with $g$ is given by $\phi(w) = q^*(w)$ for $w \in \mathbb{R}_+^L$, where, for each $l \in \mathcal{L}$,

$$q^*_l(w) = \frac{w_l}{\hat{y}^l_{il}} \quad \text{and} \quad q^*_l(w) = 0 \quad \text{for} \quad i \in \mathcal{I}_l \setminus \{i^*_l\}, \quad (6.20)$$

and $i^*_l \in \mathcal{I}_l$ is chosen such that $\kappa_l = h_{i^*_l} / \hat{y}^l_{i^*_l}$.

**Proof.** Fix $w \in \mathbb{R}_+^L$. Recall the special block diagonal-like structure of the workload matrix $M$ shown in (6.7). If $Mq = w$ for $q \in \mathbb{R}_+^I$, then for each $l \in \{1, \ldots, L\}$,

$$w_l = \hat{y}^l \cdot q, \quad (6.21)$$
and

\begin{align}
(6.22) \quad h \cdot q &= \sum_{l=1}^{L} \sum_{i \in I_l} h_i q_i = \sum_{l=1}^{L} \sum_{i \in I_l} \left( \frac{h_i}{y_i^l} \right) y_i^l q_i \\
(6.23) \quad &\geq \sum_{l=1}^{L} \kappa_l \left( \sum_{i \in I_l} y_i^l q_i \right) = \sum_{l=1}^{L} \kappa_l w_l.
\end{align}

If \( q^*(w) \) is as in (6.20), then \( Mq^*(w) = w \) and \( h \cdot q^*(w) = \kappa \cdot w \). This completes the proof.

Remark 6.1. If \( M^c \) and \( G^c \) are used in place of \( M \) and \( G \), for each \( l \), \( i^*_l \) can be kept the same, but the values of \( \kappa \) and \( q^*_l \) need to be adjusted for the fact that \( y_i^l \) is replaced by \( c_i^l y_i^l \) in (6.19) and (6.21).

In view of the form of the cost function \( g \) and the observations made in Section 6.2, we see that increasing \( \tilde{U}_k \) for \( k \in K \) or increasing \( \tilde{U}_{j'} \) for \( j' = j - B + K \) where \( j \in N^l \), \( l \in L \), will cause an increase in the cost function \( g(\tilde{W}) \). As a consequence, we will find that for an optimal solution of the EWF, we do not need to use the non-basic activities \( j \in N^l \) within any \( \tilde{T}_l \), \( l \in L \), and we only need to use the Brownian model analogues \( \tilde{U}_k \), \( k \in K \), of server idle-time to keep the workloads \( \tilde{W}_l \), \( l \in L \), non-negative, although, under the cost structure of the next section, we will only do this as a last resort. Indeed, we will sometimes be able to use a non-basic activity \( j \in N^m \), \( m \neq l \), \( m, l \in L \), connecting two different components \( \tilde{T}_l \) and \( \tilde{T}_m \), to keep the workload \( \tilde{W}_m \) for \( \tilde{T}_m \) non-negative while simultaneously reducing the workload \( \tilde{W}_l \) in \( \tilde{T}_l \); in this case, we do not need to use \( \tilde{U}_k \) for servers \( k \) in \( \tilde{T}_m \) to keep the workload \( \tilde{W}_m \) non-negative. Because of the above, it will turn out that to describe an optimal control for the EWF, we only need to focus on the server-buffer graph, with its basic activities within trees, augmented by the non-basic activities that connect different trees. Accordingly, henceforth we will speak of the workload associated with a tree \( \tilde{T}_l \) rather than \( \tilde{T}_l \).

6.4. Our decoupled workload matrix versus Harrison’s choice. In this subsection, for a simple example, we explicitly compute our decoupled workload matrix and associated control matrix, and compare these to Harrison’s choices proposed in [17]. We consider a parallel server system consisting of two buffers, two servers and three activities (see Figure 3). First order parameters are as follows:

\[
\lambda_1 = \mu_1 > 0, \quad \lambda_2 = \mu_2 > 0, \quad R = \begin{pmatrix} \mu_1 & 0 & 0 \\ 0 & \mu_2 & 0 \\ 0 & 0 & \mu_3 \end{pmatrix}, \quad A = \begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\]
Assumption 3.2 is satisfied with $x^* = (1, 1, 0)$. Activities 1 and 2 are basic and activity 3 is non-basic. The server-buffer graph $G$ consists of two trees, $T_1, T_2$ and by Theorem 5.2 the workload is 2-dimensional. Note that $\tilde{T}_l = T_l$ are trees for $l = 1, 2$. Harrison’s workload matrix is obtained by finding extremal solutions of the dual program:

$$\text{maximize} \quad y_1\lambda_1 + y_2\lambda_2$$

$$\text{subject to} \quad y_1\lambda_1 \leq z_1, \quad y_2\lambda_2 \leq z_2, \quad y_2\mu_3 \leq z_1,$$

$$z_1 + z_2 = 1, \quad z_1, z_2 \geq 0.$$  

(6.24)

It is well known that the value of the above dual program equals the value of the primal program in Assumption 3.2, which equals one. Using the fact that $\lambda_1 = \mu_1, \lambda_2 = \mu_2$, the extremal solutions of this dual program are seen to be $(y^1, z^1)$ and $(y^2, z^2)$ where

$$y^1 = (1/\lambda_1, 0), \quad z^1 = (1, 0),$$

$$y^2 = (\mu_3/(\lambda_1(\mu_3 + \lambda_2)), 1/(\mu_3 + \lambda_2)),$$

$$z^2 = (\mu_3/(\mu_3 + \lambda_2), \lambda_2/(\mu_3 + \lambda_2)),$$

(6.25)

The following is the workload matrix in Harrison’s sense given by equation (4.10):

$$M = \begin{pmatrix} 1/\lambda_1 & 0 \\ \mu_3/(\lambda_1(\mu_3 + \lambda_2)) & 1/(\mu_3 + \lambda_2) \end{pmatrix},$$

with associated matrices,

$$\Pi = \begin{pmatrix} 1 \\ \mu_3/(\mu_3 + \lambda_2) \end{pmatrix}, \quad N = \begin{pmatrix} 1 \\ 0 \end{pmatrix}, \quad J = \begin{pmatrix} 0 \\ \mu_3 \end{pmatrix},$$

so that

$$G = [\Pi \Pi N - M J] = \begin{pmatrix} 1 \\ \mu_3/(\mu_3 + \lambda_2) \end{pmatrix} \begin{pmatrix} 0 \\ \lambda_2/(\mu_3 + \lambda_2) \end{pmatrix} \begin{pmatrix} 1 \\ 0 \end{pmatrix}.$$

We now proceed to compute our decoupled workload matrix and the associated control matrix. Each tree is considered as an isolated parallel server system. We solve systems of inequalities associated with the dual program (6.3) for each tree:

$$T_1 : \quad y_1\lambda_1 = 1, \quad y_1\mu_1 \leq z_1, \quad z_1 = 1;$$

$$T_2 : \quad y_2\lambda_2 = 1, \quad y_2\mu_2 \leq z_2, \quad z_2 = 1.$$
Fig 3. Two “trees” connected via a single non-basic activity.

This yields

\[
\hat{y}^1 = (1/\lambda_1, 0), \quad \hat{z}^1 = (1, 0),
\]

\[
\hat{y}^2 = (0,1/\lambda_2), \quad \hat{z}^2 = (0, 1).
\]

Using (6.7), (6.9) and Lemma 6.4 we choose

\[
M = \begin{pmatrix}
\frac{1}{\lambda_1} & 0 \\
0 & \frac{1}{\lambda_2}
\end{pmatrix}, \quad G = \begin{pmatrix}
1 & 0 & 1 \\
0 & 1 & -\mu_3/\lambda_2
\end{pmatrix}.
\]

The third column of the control matrix \(G\) has a positive first entry and a negative second entry. As discussed in Section 6.2, this is because activity 3 is non-basic, it is processed in \(T_1\) and it consumes material from buffer 2 in \(T_2\). Intuitively, we expect that use of activity 3 will reduce the workload of \(T_2\) and increase the workload of \(T_1\).

In contrast, Harrison’s \(M\) matrix is not diagonal and all of the components of the control directions are non-negative. The second component of Harrison’s workload does not represent the workload of tree \(T_2\) (i.e., the workload associated with buffer 2), but it is a sum of scaled workloads for the two trees. Accordingly, the state space \(W\) for Harrison’s workload process will be a wedge contained within the non-negative quadrant of two-dimensional space, where the rays defining the wedge are given by the columns of his choice for the matrix \(M\). Thus, even in this simple example, the state space for our choice of workload matrix is somewhat more straightforward than for Harrison’s choice.

7. Solution of the BCP for certain graph and cost structure.

Henceforth, for the remainder of this paper, we assume that Assumption 6.1 holds, i.e., the cost function in the BCP is linear.
In this section, we prove that under a certain minimal connectedness assumption on the extended server-buffer graph $H$ defined below, and a certain monotonicity assumption on the cost function $g$, a least control is optimal for the REWF, which enables us to solve the EWF and the BCP. Henceforth, we let $M$ and $G$ denote a choice of $M^c$ and $G^c$ for some $c > 0$ as in Lemma 6.5; for convenience we suppress the superscript $c$. When we mention the EWF, we mean the EWF corresponding to these matrices $M$ and $G$.

7.1. Graph structure.

Definition 7.1. (Extended server-buffer graph with external non-basic activities) Let $H$ be the graph in which servers and buffers form the nodes and undirected edges between nodes are given by basic activities plus the non-basic activities that connect distinct trees in $G$. The set of non-basic activities connecting distinct trees in $G$ is given by $\bigcup_{l \neq m} N_{lm}$ and we denote it by $N^{ext}$, where $ext$ is mnemonic for external. We call the activities in $N^{ext}$ external non-basic activities and we let $N^{ext}$ denote the cardinality of $N^{ext}$. An edge in $H$ is either a basic activity or a non-basic activity in $N^{ext}$ that consumes material from a buffer in some tree $T_l$ and that is processed by a server in some other tree $T_m$, $m \neq l$. Note that, $N^{ext}$ includes all non-basic activities except those that are wholly confined to individual trees $T_l$ for $l \in \mathcal{L}$. We now consider parallel server systems where the trees in $H$ are connected via external non-basic activities in a fairly minimal way. We assume the following.

Assumption 7.1.

(i) For each $l \in \mathcal{L}$, $N^{lp} \leq N^{l} + 1$.
(ii) $H$ is connected.

Remark 7.1. Part (i) of Assumption 7.1 means that for each $l \in \mathcal{L}$ there is at most one external non-basic activity that is processed by a server in $T_l$. Part (i) implies that $N^{ext} \leq \mathcal{L}$. On the other hand, part (ii) implies that $N^{ext} \geq \mathcal{L} - 1$. Together parts (i) and (ii) imply that $N^{ext}$ equals $\mathcal{L} - 1$ or $\mathcal{L}$. If $N^{ext} = \mathcal{L} - 1$, the graph $H$ is a tree, otherwise $N^{ext} = \mathcal{L}$ and $H$ contains a loop (see [8]). If (i) holds, but not (ii), then $H$ consists of two or more connected components each of which satisfies parts (i) and (ii) of Assumption 7.1 and each component can be treated separately by the methods described below.
For a non-basic activity \( j \in \mathcal{N}^{\text{ext}} \) let \( t^c(j), t^p(j) \) be such that \( j \) consumes material from a buffer in \( \mathcal{T}_{t^c(j)} \) and is processed by a server in \( \mathcal{T}_{t^p(j)} \). For each \( l \in \mathcal{L} \), let \( a^c(l) \) be the subset of \( \mathcal{N}^{\text{ext}} \) consisting of non-basic activities that consume material from buffers in \( \mathcal{T}_{l} \), and let \( a^p(l) \) be the subset of \( \mathcal{N}^{\text{ext}} \) consisting of non-basic activities that are processed by servers in \( \mathcal{T}_{l} \). By part (i) of Assumption 7.1, for each \( l \in \mathcal{L} \), the set \( a^p(l) \) consists of at most one element, but it may be empty. If \( \mathcal{N}^{\text{ext}} = \mathbb{L} \), then \( a^p(l) \) is not empty for all \( l \in \mathcal{L} \). Otherwise, \( \mathcal{N}^{\text{ext}} = \mathbb{L} - 1 \) and there is exactly one index \( l = l^p \) for which \( a^p(l) \) is empty. For notational convenience, we henceforth adopt the following convention about the enumeration of trees:

**Convention 7.1.** If \( \mathcal{N}^{\text{ext}} = \mathbb{L} - 1 \), then \( l^p = \mathbb{L} \), i.e., there is no external non-basic activity that is processed in \( \mathcal{T}_{\mathbb{L}} \).

Note that Convention 7.1 does not violate our enumeration of servers, buffers, basic and non-basic activities specified in Convention 5.1; it can be thought of as a further refinement of that enumeration. When the set \( a^p(l) \) is not empty, we refer to \( a^p(l) \) as the external non-basic activity processed in \( \mathcal{T}_{l} \). On the other hand, for a fixed \( l \in \mathcal{L} \), the set \( a^c(l) \) may include several non-basic activities or it may be empty. Also, \( a^c(l) \) may be empty for several \( l \in \mathcal{L} \).

### 7.2. Control matrix \( \tilde{G} \) and cost assumption.

We will solve the EWF by solving the REWF associated to a reduced control matrix \( \tilde{G} \) chosen as follows. For this, for each \( l \in \mathcal{L} \), let \( i^*_l \) be as in Theorem 6.1 and let \( k^*_l \) be a server that can serve buffer \( i^*_l \) via a basic activity. Also, recall the convention about the enumeration of trees that we adopted in Section 5.2 and how components of \( \tilde{U} \) are associated with Brownian analogues of server idle-times and allocations to non-basic activities as described in Section 6.2.

**Definition 7.2.** Let \( \tilde{G} \) be the \( \mathcal{L} \times \mathcal{L} \) matrix defined as follows. There are two cases.

**Case I:** \( \mathcal{N}^{\text{ext}} = \mathbb{L} \).

For \( l = 1, \ldots, \mathbb{L} \), the \( l \)th column of \( \tilde{G}, \tilde{G}^l \) is given by the column of \( G \) that corresponds to the component of \( \tilde{U} \) associated with the non-basic activity \( a^p(l) \in \mathcal{N}^{\text{ext}} \), i.e., the external non-basic activity that is processed in \( \mathcal{T}_{l} \).

**Case II:** \( \mathcal{N}^{\text{ext}} = \mathbb{L} - 1 \).

For \( l = 1, \ldots, \mathbb{L} - 1 \), the \( l \)th column of \( \tilde{G}, \tilde{G}^l \) is given by the column of \( G \) that corresponds to the component of \( \tilde{U} \) associated with the non-basic
activity $a^p(l) \in \mathcal{N}^{\text{ext}}$, i.e., the non-basic activity that is processed in $\mathcal{T}_l$, and the $L^{th}$ column of $\tilde{G}$ is given by the column of $G$ that corresponds to the component of $\tilde{U}$ associated with the idle-time of server $k^*_L$.

**Remark 7.2.** The matrix $\tilde{G}$ is obtained by deleting some columns of $G$ and reordering the remaining columns. If $\mathcal{N}^{\text{ext}} = L$, for each $l$, since $G^l$ corresponds to $a^p(l)$, $\tilde{G}^l$ has a positive $l^{th}$ entry, and since $a^p(l)$ consumes material from a buffer in $\mathcal{T}_{c(a^p(l))}$, $\tilde{G}^l$ has a negative entry in the position with index $t^c(a^p(l))$; all other entries of $\tilde{G}^l$ are zero. If $\mathcal{N}^{\text{ext}} = L - 1$, the first $L - 1$ columns of $G$ have the form just described, while the $L^{th}$ column has a positive $L^{th}$ entry and all other entries are equal to zero. These observations follow from (6.13), (6.14) for $\Upsilon_{t^c(a^p(l))}$, and the fact that $z_L$ is associated with the servers in the tree $\mathcal{T}_L$. Thus,

$$\tilde{G} = \tilde{G}^+ + \tilde{G}^-,$$

where $\tilde{G}^+$ is a diagonal matrix with positive diagonal entries and $\tilde{G}^-$ is a matrix whose non-zero entries are off-diagonal and non-positive. Moreover, each column of $\tilde{G}$ and $\tilde{G}^-$ has at most one negative entry.

Henceforth we make the following assumption about the cost function $g$.

**Assumption 7.2.** For each $l \in \mathcal{L}$, $\kappa \cdot \tilde{G}^l > 0$.

This assumption corresponds to the situation where the external non-basic activities are expensive activities that should only be used when other alternatives are not available to reduce cost. Indeed, when workloads are positive, an external non-basic activity can be used to reduce workload in the tree that the activity consumes from, but this will result in an accompanying increase in workload in the tree that the activity is processed in, and under the above assumption, the magnitude of the reduction in cost in the EWF coming from one tree will be less in magnitude than the accompanying increase in cost coming from the other tree. On the other hand, if the workload in the tree where the non-basic activity is processed is zero, either server idling or use of the non-basic activity will be needed to counter negative Brownian excursions so as to keep the workload non-negative in the EWF; in this case, use of the non-basic activity results in a net reduction in cost due to consumption from another tree, whereas idling a server will not result in any cost reduction. Thus, under the above assumption, for an
optimal control for the EWF, an external non-basic activity will only be used when the workload in the tree where the server is located is zero, but then it will be used rather than idling a server, provided there is work to be done in the tree that it consumes from. In Section 9, we give an explicit example where this assumption is satisfied.

The proof of the following theorem is postponed until Section 7.4.

**Theorem 7.1.** Let $\tilde{G}$ be as in Definition 7.2. Then $C(G) = C(\tilde{G})$.

With the choice of matrix $\hat{G} = \tilde{G}$ for the REWF, in view of Theorem 4.2, we can find an optimal control for the EWF from an optimal control for the REWF by setting components of the control for the EWF that correspond to columns of $G$ that are not columns of $\tilde{G}$ to be identically zero. This is more formally described in the following lemma.

**Theorem 7.2.** Suppose $\hat{U}^*$ is an optimal control for the REWF associated with $\tilde{G}$, i.e., $\hat{J}^* = \hat{J}^*(\hat{U}^*)$. Then an optimal control $\tilde{U}^*$ for the EWF is given by setting

$$\tilde{U}_j^* = \hat{U}_l^*$$

if $G^j = \tilde{G}^l$ for some $l$, and $\tilde{U}_j^* = 0$ if $G^j$ is not a column of $\tilde{G}$.

**Proof.** By Theorem 4.2, and the optimality of $\hat{U}^*$ for the REWF, $J^* = \hat{J}^*(\hat{U}^*)$. It is easy to check that $\tilde{U}$ is an admissible control for the EWF and $G\tilde{U}^* = \tilde{G}\hat{U}^*$. It follows that, $J(\tilde{U}^*) = \hat{J}^*(\hat{U}^*) = \tilde{J}^*$.

7.3. **Solution of the REWF and BCP.** In this subsection, we show that the REWF has a least control, that the least control is optimal for the REWF and we give equations characterizing the control. We express a solution of the BCP in terms of the optimal solution of the REWF. To simplify notation throughout this subsection we suppress $\tilde{G}$ in $\hat{A}$ and $\hat{J}$ and we denote them simply by $\hat{A}$ and $\hat{J}$ respectively.

**Definition 7.3.** Let $V$ index the possible filtered probability spaces with associated Brownian motions on which admissible controls for the REWF associated to $\tilde{G}$ can be defined. For each $v \in V$, let $(\Lambda^v, \mathcal{E}^v, \{\mathcal{E}^v_t\}, Q^v)$ denote the filtered probability space, $\hat{\xi}^v$ denote the associated $\{\mathcal{E}^v_t\}$-Brownian motion, $\hat{A}^v$ denote the set of admissible controls, and

$$j^{v,*}(U) = \inf_{U \in \hat{A}^v} \hat{J}(U).$$

(7.2)

Given $\hat{A}^v$, a control process $\hat{U}^* \in \hat{A}^v$ is called a least control process in $\hat{A}^v$ if for each $l \in \{1, \ldots, L\}$, $\hat{U}_l^* \leq \hat{U}_l$ for all $\hat{U} \in \hat{A}^v$. 


Remark 7.3. In view of Definition 7.3 we have that $\hat{A} = \bigcup_{v \in V} \hat{A}^v$ and $\hat{j}^* = \inf_{v \in V} \hat{j}^v$. Next we will use results of Yang [35] to show that for each $v \in V$, there is a (unique) least control process $\hat{U}^v \in \hat{A}^v$. Then we will show that $J^v = \hat{J}^v = \hat{j}^*$ and that this value does not depend on $v$. This then implies that $\hat{j}^* = J^v$. To use the results of Yang, we need the following definition and lemma.

Definition 7.4. (Stiemke matrix) An $m \times n$ matrix $D$ is a Stiemke matrix if there exists an $x \in \mathbb{R}^n_+$ such that $Dx > 0$.

Lemma 7.1. $\tilde{G}$ is a Stiemke matrix with exactly one positive element in each row.

Proof. Since $G$ has the form (6.10) and $\Pi$ is a Stiemke matrix, $G$ is a Stiemke matrix. Thus, since the cone $C(G) = C(\tilde{G})$, $\tilde{G}$ is a Stiemke matrix. By construction, diagonal elements of $\tilde{G}$ are positive and off-diagonal elements of $\tilde{G}$ are non-positive, hence each row of $\tilde{G}$ has exactly one positive element.

Theorem 7.3. For each $v \in V$, there is a unique least control process, $\hat{U}^v$, in $\hat{A}^v$. This satisfies $J^v = \hat{J}^v = \hat{j}^*$.

Proof. Fix $v \in V$. It follows from the results in Theorems 1 and 4 of Yang [35] that there is a continuous function $\Phi : D^m_+ \rightarrow D^m_+$ such that $\hat{U}^v = \Phi(\hat{\xi}^v)$ is the unique least control process in $\hat{A}^v$. Indeed, it follows from Lemma 11 in [35] that since $\hat{\xi}^v$ has continuous paths, so does $\hat{U}^v$. Suppose $\hat{U}$ is any element of $\hat{A}^v$. Let $\hat{W}$ be the associated workload:

$$\hat{W}(t) = \hat{\xi}^v(t) + \tilde{G}\hat{U}(t) \quad \text{for } t \geq 0.$$ 

Let $\hat{W}^v$ be the workload process associated to the least control $\hat{U}^v$. By the minimality of $\hat{U}^v$,

$$\hat{U}^v(t) \geq \hat{U}^v_l(t), \quad \text{for all } t \geq 0 \text{ and } l \in \mathcal{L}.$$
Then, for \( t \geq 0 \),
\[
\hat{W}(t) = \hat{\xi}^v(t) + \hat{G}U^{v,*}(t) + \hat{G}\left(\hat{U}(t) - \hat{U}^{v,*}(t)\right)
\]
\[
= \hat{W}^{v,*}(t) + \hat{G}(\hat{U}(t) - \hat{U}^{v,*}(t)),
\]
and by Theorem 6.1,
\[
g(\hat{W}(t)) = \kappa \cdot \hat{W}(t)
\]
\[
(7.6)
\]
\[
= \kappa \cdot \left(\hat{W}^{v,*}(t) + \hat{G}(\hat{U}(t) - \hat{U}^{v,*}(t))\right)
\]
\[
\geq \kappa \cdot \hat{W}^{v,*}(t)
\]
\[
= g(\hat{W}^{v,*}(t)),
\]
where we have used Assumption 7.2 and (7.5) for the last inequality. It follows that,
\[
\hat{J}(\hat{U}) = E\left[\int_0^\infty e^{-\gamma t} g(\hat{W}(t)) dt\right]
\]
\[
(7.7)
\]
\[
\geq E\left[\int_0^\infty e^{-\gamma t} g(\hat{W}^{v,*}(t)) dt\right] = \hat{J}(\hat{U}^{v,*}).
\]
Since \( \hat{U} \in \hat{A}^v \) was arbitrary, \( \hat{J}(\hat{U}^{v,*}) = \hat{J}^{v,*} \). Since \( v \) was arbitrary, this holds for all \( v \in \mathcal{V} \).

Now, for each \( v \in \mathcal{V} \), \( \hat{U}^{v,*} = \Phi(\hat{\xi}^v) \) and the corresponding state process \( \hat{W}^{v,*} = \Psi(\hat{\xi}^v) \) where \( \Psi(x) = x + \hat{G}\Phi(x) \) for \( x \in D_0^m \). Thus, the law of \( \hat{W}^{v,*} \) is uniquely determined by that of the Brownian motion \( \hat{\xi}^v \), and this is the same for each \( v \in \mathcal{V} \). Since the value of \( \hat{J}(\hat{U}^{v,*}) \) just depends on the distribution of \( \hat{W}^{v,*} \), it follows that this is the same for all \( v \in \mathcal{V} \), and hence it is the value of \( \hat{J}^* \).

In view of Theorem 7.3, to specify an optimal solution of the EWF, we may fix \( v \in \mathcal{V} \) and use the optimal control associated with the setup indexed by \( v \). Henceforth we suppress the subscript \( v \) from \( \hat{\xi}^v, \hat{U}^{v,*} \) and \( \hat{W}^{v,*} \). We now describe \( \hat{U}^* \) and \( \hat{W}^* \) more explicitly below; in the case when \( \mathbb{N}^{ext} = \mathbb{L} - 1 \) this can be used to explicitly construct \( \hat{U}^* \) from \( \hat{\xi} \). For \( l \in \mathcal{L} \), consider the positive constants \( \beta_l = \hat{G}_l^1 \) and \( \alpha_{ij}^l = -\hat{G}_{ij}^{p(j)} \) for each \( j \in a^c(l) \). With the convention that the sum over an empty set is zero, we have for each \( l \in \mathcal{L} \) and \( t \geq 0 \),
\[
\hat{W}^*_l(t) = \hat{\xi}_l(t) - \sum_{j \in a^c(l)} \alpha_{ij}^l \hat{U}_{p(j)}^{*}(t) + \beta_l \hat{U}^*_l(t),
\]
where by the minimality of $\hat{U}^*$ (see equation (5.3), the remark following it, and Lemma 9 in [35]),

$$
(7.9) \quad \hat{U}^*_l(t) = \left( -\frac{1}{\beta_l} \inf_{0 \leq s \leq t} \left\{ \hat{\xi}_l(s) - \sum_{j \in a^c(l)} \alpha_l^j \hat{U}^*_t(j)(s) \right\} \right) \vee 0.
$$

Indeed, $\beta_l \hat{U}^*_l$ is the solution of the one-dimensional Skorokhod problem for $\hat{\xi}_l - \sum_{j \in a^c(l)} \alpha_l^j \hat{U}^*_t(j)$. This is the minimal process that can be added to $\hat{\xi}_l - \sum_{j \in a^c(l)} \alpha_l^j \hat{U}^*_t(j)$ to keep $\hat{W}^*_l$ non-negative and accordingly, $\hat{U}^*_l$ can only increase when $\hat{W}^*_l$ is zero. Note that (7.9) provides an endogenous description of $\hat{U}^*_l$. In the case when $\mathbb{N}^{\text{ext}} = L - 1$, this can be solved explicitly. When $\mathbb{N}^{\text{ext}} = L$, even though an explicit form is not possible, the result of Yang [35] provides existence of a solution.

Given the above solution of the REWF (and hence of the EWF by Theorem 7.2), one can specify the Brownian queue-length and idle-time processes for the BCP that accompany it as follows. We do this for the original $M$ and $G$; if one uses $M^c$ and $G^c$ in their place, one has to multiply the $y$'s in the formulas below by the appropriate components of $c$. There are two cases to consider.

**Case I:** Suppose that $\mathbb{N}^{\text{ext}} = L - 1$. Then for $l \in \mathcal{L}$, $k \in \mathcal{K}$, and $t \geq 0$,

$$
(7.10) \quad \tilde{Q}^*_i(t) = \frac{\hat{W}^*_l(t)}{y^i_l}, \quad \tilde{Q}^*_i \equiv 0 \text{ for } i \in \mathcal{I}_l \setminus \{i^*_l\},
$$

$$
(7.11) \quad \tilde{I}^*_k(t) = \hat{U}^*_l(t), \quad \tilde{I}^*_k \equiv 0 \text{ for } k \neq k^*_L.
$$

**Case II:** Suppose that $\mathbb{N}^{\text{ext}} = L$. Then for $l \in \mathcal{L}$, $k \in \mathcal{K}$ and $t \geq 0$,

$$
(7.12) \quad \tilde{Q}^*_i(t) = \frac{\hat{W}^*_l(t)}{y^i_l}, \quad \tilde{Q}^*_i \equiv 0 \text{ for } i \in \mathcal{I}_l \setminus \{i^*_l\}, \quad \tilde{I}^*_k \equiv 0 \text{ for } k \in \mathcal{K}.
$$

We note in particular that in **Case II**, there is no Brownian idle-time. An associated control process $\tilde{Y}^*$ can be defined by following the proof of Theorem 4.1 (see Theorem 5.2 of [21]).

**7.4. Proof of Theorem 7.1.** We shall use the following in the proof of Theorem 7.1.
Definition 7.5. For \( l \in \mathcal{L} \) fixed, let \( \pi_1 = l \). We inductively define \( \pi_2, \ldots, \pi_i \), where \( i \leq \mathcal{L} \), as follows. If \( \mathbb{N}^{\text{ext}} = \mathcal{L} \), then \( \pi_{j+1} = t^c(a^p(\pi_j)) \) for \( j = 1, \ldots, i-1 \) and \( i \) is the first index such that \( t^c(a^p(\pi_j)) = \pi_j \) for some \( j \leq i-1 \). If \( \mathbb{N}^{\text{ext}} = \mathcal{L} - 1 \), then assuming that \( \pi_1, \ldots, \pi_j \) have been defined, if \( a^p(\pi_j) \) is defined, let \( \pi_{j+1} = t^c(a^p(\pi_j)) \), or if \( a^p(\pi_j) \) is not defined, set \( i = j \) and the induction procedure stops.

Remark 7.4. If \( \mathbb{N}^{\text{ext}} = \mathcal{L} \), then \( a^p(\pi_j) \) exists for all \( j \leq i \) and \( i \) is well defined since \( \mathcal{H} \) contains a loop. For example, if \( i = \mathcal{L} \) and \( t^c(a^p(\pi_i)) = \pi_1 \), then \( \mathcal{H} \) is a “circle of trees” connected via non-basic activities. If \( \mathbb{N}^{\text{ext}} = \mathcal{L} - 1 \), then by Convention 7.1, \( \pi_i = \mathcal{L} \). The sequence \( \pi_1, \ldots, \pi_i \) consists of distinct entries and depends on the choice of \( l \in \mathcal{L} \) and the original enumeration of trees.

Proof of Theorem 7.1. We need to show that each column of \( G \) is in \( C(\tilde{G}) \). The matrix \( \tilde{G} \) includes all of the columns of \( G \) which correspond to non-basic activities in \( \mathcal{N}^{\text{ext}} \). By (6.12)–(6.14), each column of \( G \) that does not correspond to a non-basic activity in \( \mathcal{N}^{\text{ext}} \) is a positive constant times \( e_l \), where \( e_l \) is the \( l \)th vector in the standard basis for \( \mathbb{R}^n_+ \). Therefore, we need to show that for each \( l \), \( e_l \in C(\tilde{G}) \). It is enough to show that some positive constant times \( e_l \) is in \( C(\tilde{G}) \). There are two cases to consider.

Case I: \( \mathbb{N}^{\text{ext}} = \mathcal{L} - 1 \). Fix \( l \in \mathcal{L} \). Let \( \pi_1, \ldots, \pi_i \) be as in Definition 7.5. For each \( j = 1, \ldots, i-1 \). \( \tilde{G}_{\pi_j} \) corresponds to the external non-basic activity \( a^p(\pi_j) \) which is processed in \( T_{\pi_j} \) and consumes from \( T_{\pi_{j+1}} \): accordingly \( \tilde{G}_{\pi_j} > 0 \), \( \tilde{G}_{\pi_{j+1}} < 0 \) and all other entries of \( \tilde{G}_{\pi_j} \) are zero (see Remark 7.2). Furthermore, since \( \pi_i = \mathcal{L} \), \( \tilde{G}_{\pi_i} > 0 \) and all other entries of \( \tilde{G}_{\pi_i} \) are zero. It follows by successive cancellation that there are positive constants \( d_1, \ldots, d_i \) such that

\[
d_1 \tilde{G}^{\pi_1} + d_2 \tilde{G}^{\pi_2} + \cdots + d_i \tilde{G}^{\pi_i},
\]

has a positive \( l \)th entry and all other entries are zero. Hence, this vector is a positive constant times \( e_l \) and is in \( C(\tilde{G}) \).

Case II: \( \mathbb{N}^{\text{ext}} = \mathcal{L} \). Fix \( l \in \mathcal{L} \) and let \( \pi_1, \ldots, \pi_i \) be as in Definition 7.5. As in Case I, for \( j = 1, \ldots, i \), \( \tilde{G}_{\pi_j} > 0 \), \( \tilde{G}_{\pi_{j+1}} < 0 \), and all other entries of \( \tilde{G}_{\pi_j} \) are zero, where we define \( \pi_{i+1} = t^c(a^p(\pi_i)) \). Let \( 1 \leq i' \leq i - 1 \) be such that \( \pi_{i'} = t^c(a^p(\pi_i)) \). It follows that there are positive constants \( d_{i'}, \ldots, d_i \) such that the entry of

\[
u = d_{i'} \tilde{G}^{\pi_{i'}} + d_{i'+1} \tilde{G}^{\pi_{i'+1}} + \cdots + d_i \tilde{G}^{\pi_i},
\]
with index $\pi_{i'}$ is $d_i'\tilde{G}^{\pi_{i'}} + d_i\tilde{G}^{\pi_{i'}}$ and all other entries are zero. Then,

$$\sum_{j=i'}^{k} \kappa \cdot \tilde{G}^{\pi_{j}} d_j = \kappa \cdot u = \kappa_{i'} \left( d_i'\tilde{G}^{\pi_{i'}} + d_i\tilde{G}^{\pi_{i'}} \right),$$

where the left side is (strictly) positive by Assumption 7.2 and the positivity of the $d_j$'s. Since $\kappa_{\pi_{i'}} > 0$, it follows that so too is $d_i'\tilde{G}^{\pi_{i'}} + d_i\tilde{G}^{\pi_{i'}}$ and the vector $u$ is a positive constant times $e_{\pi_{i'}}$. Then, in a similar manner to that in Case I, it follows by successive cancellation that there are positive constants $c_1, \ldots, c_{i'}$ such that

$$c_1\tilde{G}^{\pi_1} + c_2\tilde{G}^{\pi_2} + \cdots + c_{i'-1}\tilde{G}^{\pi_{i'-1}} + c_{i'}u,$$

has a positive $l$th entry and all other entries are zero. Hence, this vector is a positive constant times $e_l$ and is in $C(\tilde{G})$.

8. Proposed interpretation of the optimal solution of the BCP.

In this section we describe a proposed interpretation of the solution obtained in the last section for the REWF, EWF and the BCP. Recall that we assume that Assumption 6.1 holds, i.e., the cost function in the BCP is linear.

As in Section 3, here we consider a sequence of parallel server systems indexed by $r \in [1, \infty)$, where in particular as $r \to \infty$ the first order parameters in the $r^{th}$ system satisfy the heavy traffic Assumption 3.1; we also assume that Assumptions 7.1 and 7.2 are satisfied. Here $M$ and $G$ are fixed as in Section 7 (as before, if $M^c, G^c$ are used with $c \neq 1$, one has to replace $y_l$ by $c^l y_l$ in the following). As shown in Section 7, under these assumptions, one can solve the REWF exactly and hence the EWF and BCP. Nevertheless, interpreting this solution for the original parallel server system is a challenging problem. In Section 8.1 we outline a proposed interpretation and in Section 8.2 we expand on some details of this.

8.1. Overall description of the control policy. We introduce a notion of (nominal) workload for the $r^{th}$ parallel server system: $W^r = MQ^r$. The solution of the (R)EWF and of the associated BCP suggest that the bulk of the work in each tree $T_l$ should be kept in the cheapest buffer $i^*_l$. Each tree $T_l$ can be viewed as a parallel server system with one-dimensional workload $W^r_l$. When the workload of each tree in the $r^{th}$ system is significantly greater than zero, each tree should be controlled using only basic activities in the tree and operating under a dynamic threshold-type policy as described in [7] for the case of one-dimensional workload. This should achieve a pooling of servers in each tree to approximately minimize the workload in each tree and
to push the bulk of the work in the tree into the cheapest buffer, which is buffer \(i^*_r\) for tree \(T_r\). When the workload for a tree is below a small threshold, there are two cases to consider: (i) for \(N^\text{ext} = L\), when the workload \(W^*_r\) of \(T_r\) in the \(r^{th}\) system is close to zero, it should be kept non-negative by switching the server \(s^*_r\) that can process the external non-basic activity \(a^p(l)\) over to processing that activity; (ii) for \(N^\text{ext} = L - 1\), for \(l = 1, \ldots, L - 1\), when the workload \(W^*_r\) of \(T_r\) in the \(r^{th}\) system is close to zero, it should be kept non-negative in a similar manner to when \(N^\text{ext} = L\), except that for the workload \(W^*_L\) of \(T_L\), this should be kept non-negative by allowing the server \(k^*_L\) to idle only when there are no jobs for that server to process. We elaborate on this control policy, which is a dynamic threshold-type policy, in greater detail below.

8.2. Threshold policy. We first consider the case where \(N^\text{ext} = L\). For each \(l \in \{1, \ldots, L\}\), let \(s^*_l\) be the server in \(T_l\) that performs the external non-basic activity \(a^p(l)\) and let \(b^*_l\) be the buffer in \(T_{c(l)}\) that activity \(a^p(l)\) consumes from. Recall that \(a^c(l)\) is the set of external non-basic activities that consume from buffers in \(T_l\). Let \(b^!(a^c(l))\) be the set of buffers that have material consumed by activities in \(a^c(l)\). Each buffer will have a threshold placed on it. Let \(L^r_i \geq 0\) denote the size of the threshold placed on buffer \(i\) in the \(r^{th}\) system. For each \(l\), define

\[
D^{l,r} = \{ q \in \mathbb{R}_+^I : q_i \leq L^r_i \text{ for all } i \in \mathcal{I}_l \}.
\]

When \(Q^r \in D^{l,r}\), the workload in tree \(T_l\) is considered to be small and service of the external non-basic activity \(a^p(l)\) will be initiated. The dynamic control policy is described as follows; it depends on the the current value of the queue-length \(Q^r\).

Fix \(l \in L\). For the servers in tree \(T_l\), there are two cases to consider.

Case I: \(Q^r \not\in D^{l,r}\). The workload \(W^*_r \geq \min(y^l_i L^r_i : i \in \mathcal{I}_l)\). The servers in \(T_l\) use a threshold-type control policy that only involves the use of basic activities. This policy was outlined in [34] and elaborated on in [7]. We summarize it for our context below. A key to the description of this policy is a hierarchical structure of the server-buffer tree \(T_l\) and an associated protocol for the dynamic allocation of buffer priorities at each server. Visualizing the tree as growing downwards from its root, this protocol is described in an iterative manner, working from the bottom of the tree up towards the root where the root of \(T_l\) is the server \(k^*_l\) that serves buffer \(i^*_r\) via a basic activity. For the following description, buffers that link one level of servers to the next highest level of servers are called transition buffers. Buffers that are served
by a single server are called terminal buffers. Note that since $T_i$ is a tree, with the exception of $k_i^*$, there is exactly one transition buffer immediately above each server. However, unless a given server is at the lowest level, there may be one or more transition buffers immediately below this server.

Consider a server at the lowest level. This server gives the lowest priority to the buffer that is immediately above it in $T_i$ (there will always be such a buffer unless the server is at the root of the tree). This buffer is also served by a server in the next level of servers up in the tree and is therefore a transition buffer. At this lowest level, the highest priority is given to terminal buffers. The priority ranking for these buffers is not so important. For concreteness we rank them in such a way that the lower numbered ones have higher priority over the higher numbered ones, see [7] for details. Next, we look at a server in the next level of servers in the tree. This server may serve several transition buffers immediately below it and unless it is the root of the tree it also serves a transition buffer immediately above it. Also, it may serve several terminal buffers. The highest priority is given to transition buffers immediately below the server. If there are several such buffers, they are ranked in such a way that the lower numbered ones receive higher priority over the higher numbered ones. However, if the number of jobs for a transition buffer associated with such an activity is at or below the threshold for this buffer, service of that activity is suspended. The next priority is given to terminal buffers immediately below the server. Again the lower numbered ones receive higher priority over the higher numbered ones. The lowest priority is given to the transition buffer immediately above the server in $T_i$. This procedure is repeated until the root of the tree is reached. The server at the root behaves as do other servers except that it gives the lowest priority to the cheapest buffer $i^*_r$. If the number of jobs in the cheapest buffer $i^*_r$ and in terminal buffers for server $k_i^*$ equals zero, server $k_i^*$ starts serving its transition buffers. If two or more servers simultaneously attempt to serve a particular transition buffer, a tie breaking rule is used to determine which server takes a job first, see [7]. A server will idle if it has no more jobs to serve.

There is one exception to the above protocol. This relates to when buffers in $b^i(\alpha^i(l))$ are being served. These are the buffers in $T_i$ that can be processed by external non-basic activities. If such a buffer is a terminal buffer that is not the cheapest buffer $i^*_r$ in $T_i$, then it needs special treatment to ensure that any non-basic activity serving it will have enough jobs to serve. When the number of jobs in such a buffer $i$ is at or below the level $L_i^r$, any service of this buffer by any server in $T_i$ is suspended until the queue-length of this buffer is strictly greater than $L_i^r$. 

Case II: \(Q^r \in D^{k,r}\). As long as \(Q^r \in D^{k,r}\), server \(s^*_i\) tries to perform activity \(a^v(l)\), which processes jobs from \(b^*_i\) in tree \(T_{i-1}\). If there are no jobs in the buffer \(b^*_i\) for server \(s^*_i\) to serve, then \(s^*_i\) idles until there is a job in buffer \(b^*_i\) for it to serve, or until \(Q^r\) exits \(D^{k,r}\). All other servers in \(T_i\) operate under the protocol described in Case I.

The policy when \(N^\text{ext} = L - 1\) is the same as that described above with one exception. In this case, there is no external non-basic activity that is processed in \(T_i\) and so all servers in \(T_L\) operate as in Case I.

**Remark 8.1.** Readers may wonder why we allow the server \(s^*_i\) to idle in Case II, when there still might be a small amount of work for it to process in the tree \(T_i\). We do this because of experience we gathered from our proof of asymptotic optimality of our policy for the example given in Section 9 and our exploration of other examples. Our idling convention facilitates our proof of the heavy traffic limit for the queue-lengths of buffers in \(T_i\). In particular, it makes it feasible to track the deviations of transition buffers from their thresholds. In fact, this forced idling of server \(s^*_i\) will only occur when both the workload in \(T_i\) is small and there are no jobs in buffer \(b^*_i\). We expect this event to occur so rarely that the amount of unnecessary idletime incurred by server \(s^*_i\) due to this rule will be negligible in the diffusion limit. (For the example in Section 9, we prove this in [31].) Indeed, we conjecture that the policy described above has the same heavy traffic behavior as the policy in which Case II is amended to allow server \(s^*_i\) to revert to serving jobs in \(T_i\) when \(Q^r \in D^{k,r}\) and there are no jobs in buffer \(b^*_i\) for \(s^*_i\) to serve. However, it will be more difficult to prove the asymptotic optimality of this amended policy in general, as it is difficult to obtain a detailed (excursion level) apriori estimate of how much time is spent in this modified activity. Nevertheless, practitioners wishing to use the general form of our policy may consider making this amendment as it may lead to slightly enhanced performance in the prelimit.

For the case \(N^\text{ext} = L\), we anticipate that for asymptotic optimality of our control policy, the thresholds should be such that for each \(i\), as \(r \to \infty\), \(L_i^\text{v}/r \to 0\) and \(L_i^\text{v} \to \infty\). The precise size of the thresholds should be suitably chosen depending on higher order moment assumptions placed on the primitive arrival and service processes. In particular, we conjecture that as in [7], these thresholds can be chosen to be of the order of \(\log r\) as \(r \to \infty\) under the following exponential moment assumptions. With finiteness of fewer moments, the thresholds would likely need to be bigger (up to \(o(r)\)). Thresholds for the case \(N^\text{ext} = L - 1\) should be set similarly, except that for buffers in \(T_L\) that are terminal buffers that are either not served by external
non-basic activities or that correspond to the cheapest buffer in the tree, a
threshold of zero can be set. This is because thresholds on these buffers are
only used to define $D^{L_r}$ and this set is not used to specify the policy in this
case when there is no external non-basic activity processed in $T_L$.

**Assumption 8.1.** For $i \in \mathcal{I}, j \in \mathcal{J}$, for all $m \geq 1$, let $u_i(m) = \frac{1}{\lambda_i} \bar{u}_i(m)$ and $v_j(m) = \frac{1}{\mu_j} \bar{v}_i(m)$. Assume that there is an open neighborhood $O$ of $0 \in \mathbb{R}$ such that for all $\ell \in O$,

$$\Lambda^i_\ell (\ell) \equiv \log \mathbb{E} \left[ e^{\ell u_i(1)} \right] < \infty \quad \text{for} \quad i \in \mathcal{I},$$

and

$$\Lambda^j_\ell (\ell) \equiv \log \mathbb{E} \left[ e^{\ell v_j(1)} \right] < \infty \quad \text{for} \quad j \in \mathcal{J}.$$  

Assuming this, we conjecture that the above policy is asymptotically op-
timal in the following sense.

**Conjecture 8.1.** Let $\{T^r\}$ be any sequence of scheduling controls (one
for each member of the sequence of parallel server systems) and let $\{T^r,^*\}$ de-
note the sequence of controls associated with our threshold policy for suitable
thresholds $L^*_i, i \in \mathcal{I}$, chosen to be of order $\log r$ as $r \to \infty$. Then

$$\liminf_{r \to \infty} \hat{J}(T^r) \geq J^* = \lim_{r \to \infty} \hat{J}(T^r,^*)$$

and $J^* < \infty$ is the optimal value of the BCP.

In the next section, we illustrate our proposed policy for a specific exam-
ple. In a separate work [31], we prove asymptotic optimality of the policy
for this example.

Our proposed policy provides a simple, threshold-based, feedback control
interpretation of the solution of the Brownian Control Problem. However,
this policy is only one possible asymptotically optimal policy. There are
likely many other policies that are asymptotically optimal. In particular,
asymptotically optimal discrete review policies likely can be constructed
along the lines of the general BIGSTEP scheme proposed by Harrison [15],
which was shown to be asymptotically optimal under a complete resource
pooling assumption in [1, 16]. Indeed, under discrete review, the transition
between Cases I and II could be approximately detected and our policy for
Case I could likely be replaced by a discrete review scheme similar to that
used by Ata and Kumar [1], and our policy for Case II could be approximated
by a discrete review policy in which the appropriate non-basic activity is
used.
9. Illustrative example.

9.1. Description and first order data. We consider a sequence of parallel server systems indexed by \( r \in [1, \infty) \) where each system has 3 buffers, 3 servers and 5 activities (see Figure 4). The first order parameters for the \( r^{th} \) member of the sequence has

\[
C = \begin{pmatrix}
1 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 1
\end{pmatrix},
A = \begin{pmatrix}
1 & 0 & 0 & 0 & 1 \\
0 & 1 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{pmatrix},
\]

(9.1)

\[
\lambda^r = (\lambda_1^r, \lambda_2^r, \lambda_3^r), \quad \mu^r = (\mu_1^r, \mu_2^r, \mu_3^r, \mu_4^r, \mu_5^r),
\]

such that the following holds.

**Assumption 9.1.** There are constant vectors \( \lambda = (\lambda_1, \lambda_2, \lambda_3), \mu = (\mu_1, \mu_2, \mu_3, \mu_4, \mu_5), (\theta_1, \theta_2, \theta_3) \) such that as \( r \to \infty \),

(i) \( \lambda_i^r \to \lambda_i > 0 \) for \( i = 1, 2, 3 \),

(ii) \( \mu_j^r \to \mu_j > 0 \) for \( j = 1, \ldots, 5 \),

where \( \lambda_1 > \mu_1, \lambda_2 < \mu_3, \lambda_3 = \mu_4, \frac{\lambda_1 - \mu_1}{\mu_2} = 1 - \frac{\lambda_2}{\mu_3} \),

(iii) \( r\mu_2^r \left( \frac{\lambda_1 - \mu_1}{\mu_2} - \frac{\lambda_1 - \mu_1}{\mu_2} \right) \to \theta_1 \),
Assumptions 3.2, 3.3 are satisfied with
\[ x^* = \left( 1, \frac{\lambda_1 - \mu_1}{\mu_2}, \frac{\lambda_2}{\mu_3}, 1, 0 \right). \] (9.2)

9.2. Brownian Control Problem. Assuming linear holding costs as in Assumption 6.1, the Brownian Control Problem associated with the above parameters is as follows.

**Definition 9.1. (Brownian Control Problem).**

\[ \min_{\tilde{Y}} \mathbb{E} \left( \int_0^\infty e^{-\gamma t} h \cdot \tilde{Q}(t) dt \right) \] (9.3)

using a 5-dimensional adapted control process \( \tilde{Y} = (\tilde{Y}_1, \tilde{Y}_2, \tilde{Y}_3, \tilde{Y}_4, \tilde{Y}_5) \) defined on some filtered probability space \((\tilde{\Omega}, \tilde{\mathcal{F}}, \{\tilde{\mathcal{F}}_t\}, \tilde{\mathbb{P}})\) that supports 3-dimensional adapted processes \( \tilde{Q} \) and \( \tilde{X} \) such that \( \tilde{\mathbb{P}} \)-a.s. for all \( t \geq 0 \):

\[ \tilde{Q}_1(t) = \tilde{X}_1(t) + \mu_1 \tilde{Y}_1(t) + \mu_2 \tilde{Y}_2(t) \geq 0, \] (9.4)
\[ \tilde{Q}_2(t) = \tilde{X}_2(t) + \mu_3 \tilde{Y}_3(t) \geq 0, \] (9.5)
\[ \tilde{Q}_3(t) = \tilde{X}_3(t) + \mu_4 \tilde{Y}_4(t) + \mu_5 \tilde{Y}_5(t) \geq 0, \] (9.6)
\[ \tilde{I}_1 = \tilde{Y}_1 + \tilde{Y}_5 \text{ is non-decreasing}, \quad \tilde{I}_1(0) \geq 0, \] (9.7)
\[ \tilde{I}_2 = \tilde{Y}_2 + \tilde{Y}_3 \text{ is non-decreasing}, \quad \tilde{I}_2(0) \geq 0, \] (9.8)
\[ \tilde{I}_3 = \tilde{Y}_4 \text{ is non-decreasing}, \quad \tilde{I}_3(0) \geq 0, \] (9.9)
\[ \tilde{Y}_5 \text{ is non-increasing}, \quad \tilde{Y}_4(0) \leq 0, \] (9.10)

where \( \tilde{X} \) is a 3-dimensional \( \{\tilde{\mathcal{F}}_t\}\)-Brownian motion starting at the origin with drift \( \theta = (\theta_1, \theta_2, \theta_3) \) and with diagonal covariance matrix \( \Sigma \) whose \( i \)th diagonal entry is equal to \( \lambda_i a_i^2 + \sum_{j=1}^5 C_{ij} \mu_j b_j^2 x_j^* \) for \( i = 1, 2, 3 \).

9.3. Solution of the REWF and BCP. According to Theorem 5.2, since the server-buffer graph \( G \) consists of two trees \( T_1 \) and \( T_2 \), the workload is two-dimensional. There are four basic activities and a single (external) non-basic activity. The extended server-buffer graph \( \mathcal{H} \) (see Figure 4) satisfies Assumption 7.1. Following the steps outlined in Sections 4–6, we proceed to compute a workload matrix \( M \) and control matrix \( G \) that goes with it. For
this, we solve the dual programs for $T_1$ and $T_2$. The unique solution of the dual program for $T_1$ is given by

$$(y_1^1, y_2^1) = \left( \frac{1}{\mu_1 + \mu_2}, \frac{\mu_2}{\mu_3(\mu_1 + \mu_2)} \right), \quad (z_1^1, z_2^1) = \left( \frac{\mu_1}{\mu_1 + \mu_2}, \frac{\mu_2}{\mu_1 + \mu_2} \right),$$

and the unique solution of the dual program for $T_2$ is given by

$$(9.11) \quad y_1^2 = \frac{1}{\mu_4}, \quad z_1^2 = 1.$$ 

By Lemma 6.5 we can multiply $(y^1, z^1)$ by $\mu_1 + \mu_2$ to obtain a workload matrix

$$(9.12) \quad M = \begin{pmatrix} 1 & \mu_2/\mu_3 & 0 \\ 0 & 0 & 1/\mu_4 \end{pmatrix},$$

with corresponding control matrix

$$(9.13) \quad G = \begin{pmatrix} \mu_1 & \mu_2 & 0 & \mu_1 \\ 0 & 0 & 1 & -\mu_5/\mu_4 \end{pmatrix},$$

and $(\kappa_1, \kappa_2)$ is such that $\kappa_1 = \min(h_1, h_2\mu_3/\mu_2)$, $\kappa_2 = h_3\mu_4$. By Definition 7.2 the control matrix $\tilde{G}$ that goes with the REWF (see Definitions 4.7-4.8) is

$$(9.14) \quad \tilde{G} = \begin{pmatrix} \mu_1 \\ -\mu_5/\mu_4 \\ 0 \\ 1 \end{pmatrix}.$$ 

Given $\tilde{X}$ as in Definition 9.1, let $\hat{\xi} = M\tilde{X}$. Then, $\hat{\xi}$ is a 2-dimensional Brownian motion with drift $M\theta$ and covariance matrix $M\Sigma M'$. In terms of $\hat{\xi}$ the workload $\hat{W}$ in the REWF is given by

$$\hat{W}_1(t) = \hat{\xi}_1(t) + \mu_1\hat{U}_1(t),$$
$$\hat{W}_2(t) = \hat{\xi}_2(t) + \hat{U}_2(t) - (\mu_5/\mu_4)\hat{U}_1(t).$$

The correspondence with controls in the BCP is

$$\hat{U}_1 = -\hat{Y}_5, \quad \hat{U}_2 = \hat{I}_3.$$ 

Henceforth, we assume that the parameters satisfy the following.

**Assumption 9.2.**

(i) $h_1\mu_2 > h_2\mu_3$,
(ii) $h_2\mu_1\mu_3 > h_3\mu_2\mu_5$. 
The first assumption (i) assumes that buffer 2 is the “cheapest” in the tree $T_1$. Part (ii) of Assumption 9.2 corresponds to Assumption 7.2, which implies that activity 5 is an expensive activity in the sense that in the optimal solution of the BCP, it will only be used to reduce workload in tree $T_2$ when there is no work in $T_1$.

The assumptions of Section 7.2 are satisfied and therefore by Section 7.3, the solution of the REWF and BCP are given by the following. For all $t \geq 0$,

\begin{align}
(9.15) \quad \hat{W}_1^*(t) &= \hat{x}_1(t) + \mu_1 \hat{U}_1^*(t), \quad \hat{U}_1^*(t) = \left( -\frac{1}{\mu_1} \inf_{0 \leq s \leq t} \{\hat{x}_1(s)\} \right) \lor 0, \\
(9.16) \quad \hat{W}_2^*(t) &= \hat{x}_2(t) + \hat{U}_2^*(t) - (\mu_5/\mu_4)\hat{U}_1^*(t), \\
(9.17) \quad \hat{U}_2^*(t) &= \left( -\inf_{0 \leq s \leq t} \{\hat{x}_2(s) - (\mu_5/\mu_4)\hat{U}_1^*(s)\} \right) \lor 0, \\
(9.18) \quad \hat{Q}_1^*(t) &= 0, \quad \hat{Q}_2^*(t) = (\mu_3/\mu_2)\hat{W}_1^*(t), \quad \hat{Q}_3^*(t) = \mu_4\hat{W}_2^*(t), \\
(9.19) \quad \hat{Y}_1^*(t) &= \hat{Y}_1^*(t) + \hat{Y}_1^*(t) = 0, \quad \hat{Y}_2^*(t) = \hat{Y}_2^*(t) + \hat{Y}_2^*(t) = 0, \\
(9.20) \quad \hat{Y}_3^*(t) &= \hat{Y}_3^*(t) = \hat{U}_1^*(t), \\
(9.21) \quad \hat{Y}_4^*(t) &= -\hat{Y}_3^*(t) = \hat{U}_1^*(t), \\
(9.22) \quad \hat{Y}_5^*(t) &= -\mu_2^{-1}(\hat{x}_1(t) + \mu_1\hat{Y}_1^*(t)), \\
(9.23) \quad \hat{Y}_6^*(t) &= \mu_3^{-1}(\hat{Q}_2^*(t) - \hat{x}_2(t)),
\end{align}

and the associated minimum cost is
\begin{equation}
(9.24) \quad \hat{J}^* = \mathbf{E} \left( \int_0^\infty e^{-\gamma t} \left( (h_2\mu_3/\mu_2)\hat{W}_1^*(t) + h_3\mu_4\hat{W}_2^*(t) \right) dt \right).
\end{equation}

In this instance, the optimal control $\hat{Y}^*$ for the BCP is uniquely determined by the optimal control $\hat{U}^*$ for the REWF. In general, this need not be the case (see [19]). In the example treated here, when $\hat{W}_1^*$ hits zero, $\hat{U}_1^*$ increases by a minimal amount in order to keep $\hat{W}_1^*$ non-negative. When $\hat{W}_2^*$ hits zero, $\hat{U}_2^*$ increases by a minimal amount in order to keep $\hat{W}_2^*$ non-negative (see Figure 5 for a depiction of the optimal control directions).

In contrast to the simple structure of the REWF obtained using our decoupled workload matrix, the workload and control matrices proposed by Harrison for this example are given by the following (after premultiplication by a diagonal matrix with positive diagonal entries):

\begin{align}
(9.25) \quad M &= \begin{pmatrix}
1 & \mu_2/\mu_3 & 0 \\
\mu_2/\mu_3 & \mu_1/\mu_5 & 0
\end{pmatrix}, \\
(9.26) \quad G &= \begin{pmatrix}
\mu_1 & \mu_2 & 0 & \mu_1 \\
\mu_1 & \mu_2 & \mu_4\mu_1/\mu_5 & 0
\end{pmatrix}.
\end{align}
For the optimal control $\hat{U}^\star$ for the REWF, $\hat{U}^\star_1$ is the amount of pushing done in the direction $\hat{G}^1$ and $\hat{U}^\star_2$ is the amount of pushing done in the direction $\hat{G}^2$.

With this choice for $M$ and $G$, the state space for the workload in the EWF will be a wedge in the non-negative quadrant of two-dimensional space and all of the control directions have non-negative components. The results of Yang [35] do not apply directly here as that paper requires the state space to be the non-negative orthant, not a subset of it. Furthermore, the cost function for the EWF is not so simple to derive with the above choice of $M$ and $G$. This is to be compared with the linear function of workload (with positive coefficients) resulting from our decoupled workload matrix.

9.4. Threshold policy. The policy which follows is a special instance of the policy proposed in Section 8 for $N^{ext} = \mathbb{L} - 1$. Recall that the terms class and buffer are interchangeable. The root of the first tree is server 2 and the root of the second tree is server 3. The policy is described using three regions in the two-dimensional state space for $(Q^r_1, Q^r_2)$ that are induced by thresholds on buffers 1 and 2 (see Figure 6).

For each $r$, let

$$L_1^r = \lceil \tilde{C} \log r \rceil + 1, \quad L_2^r = \lceil (8\mu_3 L_1^r) / \lambda_1 \rceil + 1 \quad \text{and} \quad L_3^r = 0$$

where $\tilde{C}$ is a sufficiently large positive constant. The policy for servers in tree $T_1$ when $Q^r \in D^{1,r}$ is similar to that used in [6]. Indeed, the threshold $L_1^r$, on the transition buffer 1 in $T_1$, is of the same form as that in [7]. Here we need an additional threshold $L_2^r$ on buffer 2, which combined with the threshold on buffer 1 helps us to detect when the workload in $T_1$ is small (of
order $\log r$). Note that both thresholds are of order $\log r$. The threshold $L_3^r$ can be chosen to be zero because it is a terminal buffer that is the cheapest buffer in $T_2$, where $N^{ext} = 2 - 1 = 1$.

In the $r^{th}$ system, the dynamic threshold policy operates as follows:

(i) Server 3 operates whenever possible. In other words server 3 is never idle when there are jobs in buffer 3 or at server 3.

(ii) When the number of class 1 jobs is above the threshold $L_1^r$, server 1 and server 2 both process class 1 jobs. In particular, as soon as the number of class 1 jobs reaches level $L_1^r + 1$ from below, server 2 suspends any work on class 2 jobs and shifts service to class 1 jobs. As soon as the number of class 1 jobs reaches level $L_1^r$ from above, server 2 suspends any work on class 1 jobs and shifts service to class 2 jobs provided that buffer 2 is non-empty; if there are no class 2 jobs to be served, server 2 continues serving class 1 jobs until a new arrival of a class 2 job occurs.

(iii) When the number of class 1 jobs is at or below the threshold $L_1^r$ and the number of class 2 jobs is above the threshold $L_2^r$, server 1 works on class 1 jobs and server 2 works on class 2 jobs.

(iv) When the number of class 1 jobs is at or below the threshold $L_1^r$ and the number of class 2 jobs is at or below the threshold $L_2^r$, server 1 works on class 3 jobs provided that there are jobs in buffer 3 for it to serve and server 2 works on class 2 jobs provided that buffer 2 is
not empty. In this regime, if there are no jobs in buffer 3 that server 1 can serve, then server 1 idles and, if buffer 2 becomes empty, server 2 works on class 1 jobs.

In [31], it is proved under Assumption 8.1 that this policy is asymptotically optimal in the heavy traffic limit for this example for all sufficiently large constants $C$. As pointed out in Section 8, the size (in terms of order relative to $r$) of the non-zero thresholds depends on the moment assumptions imposed on the interarrival and service times. A relaxation of the exponential moment assumptions would require larger thresholds, which must still be $o(r)$ as $r \to \infty$.

As we remarked in Section 8, the forced idling of server 1 in case (iv), when there are no jobs in buffer 3 for it to serve, is done to facilitate our proof of asymptotic optimality. Indeed, our proof shows that this amount of idling is negligible in diffusion scale in the heavy traffic limit. It is reasonable to conjecture that, if instead of idling in this case, server 1 serves jobs from buffer 1, then the resulting policy will also be asymptotically optimal. However, proving this would require considerably more delicate estimates than are used in our current proof in [31].

The previous paragraph reminds us that the policy we have proposed is only one asymptotically optimal policy. It is likely that there are many other policies that are asymptotically optimal. However, as in the case of complete resource pooling [13], the maximum pressure policy is not asymptotically optimal for this example with linear holding costs. This can be seen from an analysis due to Ata and Lin [2] who studied the heavy traffic behavior of certain stochastic processing networks operating under a maximum pressure policy. When specialized to the example treated in this section, their results show that under a maximum pressure policy, the diffusion limit of the queue-length process has no degenerate components. This can be used to show that the maximum pressure policy is not asymptotically optimal.

The reader may wonder what happens if some of the parameters in the example of this section are changed. We give a brief discussion of some possibilities (a)–(c) here.

(a) If the inequality in Assumption 9.2(i) is reversed, then buffer 1 will be the cheapest (or equal cheapest) buffer in the tree $T_1$. We expect that the policy outlined in Section 8 will again be asymptotically optimal in this case. The main change in the policy from that described above is that the buffer priorities for server 2 are reversed: server 2 gives highest priority to buffer 2 and only serves buffer 1 when buffer 2 is empty.
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(b) If the inequality in Assumption 9.2(ii) is reversed, then the non-basic activity is no longer “expensive”. In this case, it may be expedient to use the non-basic activity even when the workload in \( T_1 \) is not small. We do not know how to solve the EWF in this case, as the solution may involve a free boundary on which the non-basic activity is used.

(c) If \( \lambda_1 = \mu_1 \) and \( \lambda_2 = \mu_3 \), then the graph \( H \) will have three trees (with one buffer and one server per tree) connected by two non-basic activities, activities 2 and 5. Assumption 7.1 on the graphical structure will hold with \( N^{ext} = L - 1 \). Provided that Assumption 7.2 on the cost is satisfied, i.e., it is expensive to use the non-basic activities, then the EWF can be solved and our proposed policy from Section 8 can be applied. In a sense, this example is easier to treat than the example in Section 9 because there is no pooling within trees, and the workload and queue-length processes have the same dimension.

10. Further research. There are several directions for further research that are suggested by the simplified structure for the EWF revealed through use of our decoupled workload matrix. We describe three of these below.

The first direction relates to relaxing the assumptions about the cost and graph structure assumptions in Section 7. The cost assumption ensures that the optimal control process \( \hat{U}^* \) will only increase when some component of the workload process reaches zero. It would be very interesting to relax this cost assumption. However, it is expected that in general the solution of the EWF will involve a (challenging) free boundary problem in this case. The graph structure assumption ensures that for each workload component, there is just one control direction (i.e., column of \( \tilde{G} \)) for the REWF that can be used to increase the workload component (and so prevent it from becoming negative when it is zero). The latter ensures that there is just one control direction associated with each boundary face of the orthant and that there exists a least control. If one generalized to allow more than one control direction on each boundary face, a more complex control problem results. It would be interesting to find good sufficient conditions for solvability of such problems which would allow for a more general structure of non-basic activities between trees.

It is natural to consider other cost functions besides linear holding costs. In particular, it is natural to consider convex cost functions of the form \( f(q) = \sum_{i=1}^{I} c_i q_i^\alpha \) for some \( \alpha > 1 \), \( c_i > 0 \), \( i = 1, \ldots, I \). It seems likely that some sufficient conditions for solvability of the EWF can be obtained in this case and that judicious use could be made of the maxweight, generalized \( c\mu \) or maximum pressure policies of [13, 29, 32] within trees for some asymptotically optimal policies.
In this paper, we have seen that for parallel server systems with more than one-dimensional workload, there can be advantages to choosing a different workload matrix from that proposed by [17]. It would be interesting to explore whether a simplified structure of the EWF (and REWF) can be obtained for more general stochastic processing networks with flexible servers and feedback, by choosing a workload matrix distinct from that proposed in [17].
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