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We study the dynamics of a large number, \( N \), of investors which have meetings by groups of \( m \). We obtain an explicit formula for the solution of the associated non-linear system of differential equations. This formula is tractable and it enables us to show the asymptotic stability of a large class of models. One of those models can be thought of as an interacting portfolio market.

1. Introduction. Motivated by the study of dark markets, Duffie [2] introduces, in his research monograph, several models of Over-The-Counter (‘OTC’) markets. Chapter 3 (see also Duffie and Sun [8] and Duffie and Sun [9]) presents a mathematical foundation for the independent random matching of a large population. Here, we develop an approach inspired by Kac [13]. To do so, we start with a sequence of dynamical sets of interacting investors, one for each integer \( N \).

We consider interactions involving \( m \) investors, for a fixed \( m \geq 2 \), and we suppose that the intensities of these dynamics have an adequate dependence on \( N \). Our techniques enable us to obtain an explicit formula for the associated non-linear system of differential equations. We thereby extend the results first obtained in Duffie and Manso [7] and pursued in Duffie, Giroux and Manso [4] (see also chapter 5 of Duffie [2]). We note that our formula is valid for any interaction kernel (for perfect and imperfect transmission of information) and it is more explicit than the one obtained for the particular kernel considered in these articles.

Our article is structured as follows. In section 2, we describe our dynamics, and then proceed to the statement and proof of our result. In section 3, we illustrate the tractability of our formula for a large class of models. In particular, we describe in some details one of the models of that class since it resolves a difficulty raised in Gărleanu [12], p. 547.
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2. The dynamics. In order to build our model, we first need an integer, $N$, which represents the number of investors in the market. Secondly, we need another integer, $m$, with $2 \leq m \leq N$, which represents the fixed number of investors in each meeting. Thirdly, we need a symmetric probability kernel $Q$ on the product space $(E^m, \mathcal{E}^\otimes m)$ where $(E, \mathcal{E})$ is a measurable space. That is a function $Q : E^m \times \mathcal{E}^\otimes m \to [0, 1]$ such that:

(i) For each $(C_1 \times \cdots \times C_m) \in \mathcal{E}^\otimes m$, the function $Q(x_1, x_2, \ldots, x_m; C_1 \times \cdots \times C_m)$ is measurable in $(x_1, x_2, \ldots, x_m)$; and for each $(x_1, x_2, \ldots, x_m)$ it is a probability measure in $(C_1 \times \cdots \times C_m)$; and

(ii) For any permutation $\sigma$ of $\{1, 2, \ldots, m\}$

$$Q(x_1, x_2, \ldots, x_m; C_1 \times \cdots \times C_m) = Q(x_{\sigma(1)}, x_{\sigma(2)}, \ldots, x_{\sigma(m)}; C_{\sigma(1)} \times C_{\sigma(2)} \times \cdots \times C_{\sigma(m)}).$$

Lastly, we need a positive number, $\lambda$, representing the intensity of investor meetings. The higher $\lambda$ is, the lower the search frictions in the market.

With these objects we build a jump Markov process with values in $E^N$. Its state at time $t$ is denoted $(X_1^N(t), X_2^N(t), \ldots, X_N^N(t))$ and is thought of as the state of the market at time $t$. At each jump of a Poisson process with intensity $\lambda N^m$, a set of $m$ investors interacts according to the kernel $Q$. Groups are undistinguishable so each group has a probability of $\binom{N}{m}^{-1}$ of being involved in a given interaction. In doing so, we obtain a sequence of processes, one for each $N$. For simplicity, we now assume that $(E, \mathcal{E}) = (\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. In such a setting, we can deduce, from this sequence of processes, an associated system of ODE’s using the same techniques as in Ferland and Giroux [11] (see also Bezandry et al. [1]). This implies that, for each time $t$, the laws of the sequence $(X_i^N(t))_{N \geq m}$ converge to the probability law $\mu_t$ where $\mu_t$ is the solution of the Cauchy problem for the associated system of ODE’s:

$$\frac{d\mu_t}{dt} = \lambda(\mu_t^\otimes m - \mu_t); \quad \mu_0 = \mu$$

with

$$\mu_t^\otimes m(C) = \int_{(\mathbb{R}^d)^m} \mu_t(dx_1)\mu_t(dx_2)\cdots\mu_t(dx_m)\overline{Q(x_1, x_2, \ldots, x_m; C)}$$

and

$$\overline{Q(x_1, x_2, \ldots, x_m; C)} = Q(x_1, x_2, \ldots, x_m; C \times (\mathbb{R}^d)^{m-1})$$

for $C \in \mathcal{B}(\mathbb{R}^d)$. 

We can think of $\mu_{i}^{\circ m}$ as the law at the root of the $m$-ary tree with only one interaction.

Here, we establish an explicit formula for the solution of the associated system of ODE's. In order to obtain the formula, we need to look at all the trees representing the interaction history of an investor up to time $t$. So for a tree, $A$, with at least one interaction, we divide the tree in $m$ subtrees at the node nearest to the root and continue recursively up to the leaves to define $\mu^{\circ m}A$. Figure 1 below gives a simple example of this operation. Let $A_n$ be the set of all trees with $n$ interactions (a.k.a. nodes), each node producing $m$ branches. If $A_n \in A_n$, then $\mu^{\circ m}A_n$ denotes the law obtained by iteration of $\mu^{\circ m}$ through the successive nodes of the tree when we place the law $\mu$ on each leaf of $A_n$.

Hereafter the probability law defined as follows,

$$(\nu_1 \circ \nu_2 \circ \cdots \circ \nu_m)(C)$$

$$\triangleq \int_{E^m} \nu_1(dx_1)\nu_2(dx_2)\cdots\nu_m(dx_m)Q(x_1,x_2,\ldots,x_m;C \times E^{m-1})$$

will denote the law of an investor after the interaction of $m$ independent investors with law $\nu_1, \nu_2, \ldots, \nu_m$ respectively.
Now we will show that our Cauchy problem has a unique solution which can be expressed, by conditioning on the number of interactions up to time \( t \), and then by the investor’s history. Such conditioning gives us

\[
\mu_t = \sum_{n \geq 0} \frac{1}{\#_m(n)} \sum_{A_n \in A_n} \mu_{\circ m, A_n}
\]

where \( \#_m(n) = \prod_{k=1}^{n-1}((m-1)k+1) \) is the number of trees with \( n \) nodes, taking into account their branching orders; and \( p_n(t) = \frac{\#_m(n)}{(m-1)^n n!} e^{-\lambda t} (1 - e^{-(m-1)\lambda t})^n \) is the probability of having \( n \) branchings up to time \( t \). The uniqueness of the solution follows from a standard application of Grönwall’s lemma (see Ferland and Giroux [11]).

Our main result is:

**Theorem 1.** The convex combination,

\[
\mu_t = \sum_{n \geq 0} p_n(t) \frac{1}{\#_m(n)} \sum_{A_n \in A_n} \mu_{\circ m, A_n}
\]

is the solution of the Cauchy problem

\[
\frac{d\mu_t}{dt} = \lambda (\mu_{\circ m} - \mu_t); \quad \mu_0 = \mu.
\]

**Proof.** Since the countable convex sum (1) is uniformly summable, we can differentiate \( \mu_t \) term by term to obtain:

\[
-\lambda \mu_t + \lambda e^{-m\lambda t} \sum_{n \geq 1} (1 - e^{-(m-1)\lambda t})^{n-1} \frac{1}{(m-1)^{n-1}(n-1)!} \sum_{A_n \in A_n} \mu_{\circ m, A_n}
\]

Thus we need to show that:

\[
(2) \quad \mu_{\circ m}(C) = e^{-m\lambda t} \sum_{n \geq 0} (1 - e^{-(m-1)\lambda t})^n \frac{1}{(m-1)^n n!} \sum_{A_{n+1} \in A_{n+1}} \mu_{\circ m, A_{n+1}}(C)
\]

Starting with the definition (on page 2), we have that the LHS of (2) is equal to

\[
\int_{E^m} \left( \sum_{i \geq 0} e^{-\lambda t} (1 - e^{-(m-1)\lambda t})^{i_1} \frac{1}{(m-1)^{i_1} i_1!} \sum_{A_{i_1} \in A_{i_1}} \mu_{\circ m, A_{i_1}}(dx_1) \right) \ldots
\]

\[
\ldots \left( \sum_{i_m \geq 0} e^{-\lambda t} (1 - e^{-(m-1)\lambda t})^{i_m} \frac{1}{(m-1)^{i_m} i_m!} \sum_{A_{i_m} \in A_{i_m}} \mu_{\circ m, A_{i_m}}(dx_m) \right) \ldots
\]

\[
\ldots Q(x_1, \ldots, x_m; C \times E^{m-1})
\]
which is equal to
\[
\int_{E_m} e^{-m\lambda t} \left( \sum_{n \geq 0} (1 - e^{-(m-1)\lambda t})^n \sum_{i_1 + \ldots + i_m = n} \frac{1}{(m-1)^n i_1! \ldots i_m!} \ldots \right.
\]
\[
\left. \left( \sum_{A_{i_1} \in \mathcal{A}_{i_1}} \mu^\circ_m A_{i_1} (dx_{i_1}) \right) \ldots \left( \sum_{A_{i_m} \in \mathcal{A}_{i_m}} \mu^\circ_m A_{i_m} (dx_{i_m}) \right) \right) Q(x_1, \ldots, x_m; C \times E^{m-1})
\]
which in turn is equal to
\[
e^{-m\lambda t} \sum_{n \geq 0} (1 - e^{-(m-1)\lambda t})^n \frac{1}{(m-1)^n n!} F(i_1, \ldots, i_m, n, \mu, A_{i_1}, \ldots, A_{i_m}, Q, C)
\]
where
\[
F(i_1, \ldots, i_m, n, \mu, A_{i_1}, \ldots, A_{i_m}, Q, C)
\]
\[
= \ldots \int_{E_m} \sum_{i_1 + \ldots + i_m = n} \binom{n}{i_1} \binom{n - i_1}{i_2} \ldots \binom{i_{m-1} + i_m}{i_{m-1}} \left( \sum_{A_{i_1} \in \mathcal{A}_{i_1}} \mu^\circ_m A_{i_1} (dx_{i_1}) \right) \ldots 
\]
\[
\ldots \left( \sum_{A_{i_m} \in \mathcal{A}_{i_m}} \mu^\circ_m A_{i_m} (dx_{i_m}) \right) Q(x_1, \ldots, x_m; C \times E^{m-1})
\]
And this last expression is a decomposition of the trees $A_{n+1} \in \mathcal{A}_{n+1}$ appearing in the RHS of (2) in $m$ subtrees after the first node (taking the branching order into account). The two expressions are therefore equal and this proves the theorem.

**Remark 2.** Our result brings a simplification to the special case studied in section 3 of Duffie, Giroux and Manso [4] where the term $a_{(m-1)(n-1)+1}$ can now be given explicitly as $\frac{1}{(m-1)^n n!}$. It also suggests that some of the results of Duffie, Malamud and Manso [6] can be extended to the case where information exchanges involve $m$ agents (with possibly $m$ random as they consider) even though the equation in their model does not belong to the class studied in the present paper and the techniques of tree expansions are not directly applicable. But a functional law of large numbers might be provable for their set of ODE’s (4) and (5) in theorem 3.2 on page 1581.

**Remark 3.** We call the law
\[
\mu_t = \sum_{n \geq 0} e^{-\lambda t} (1 - e^{-(m-1)\lambda t})^n \frac{1}{(m-1)^n n!} \sum_{A_n \in \mathcal{A}_n} \mu^\circ_m A_n
\]
an extended Wild sum, Wild \[16\], and note that the convex combination we obtain for the case \(m = 2\) is indeed the Wild sum,

\[
\mu_t = \sum_{n \geq 0} e^{-\lambda t}(1 - e^{-\lambda t})^n \frac{1}{n!} \sum_{A_n \in \mathcal{A}_n} \mu^{\diamond m} A_n,
\]

well-known in the statistical physics of gases since the work of Kac \[13\].

3. Tractability. In Ferland and Giroux \[10\] the authors study a class of kinetic equations of Kac’s type and they show, for binary collisions, a convergence to the steady state at an exponential rate. The convergence in Ferland and Giroux \[10\] is obtained along a set of convenient test functions with a telescoping technique due to Trotter \[15\] and with the use of a version of Wild sums obtained from judicious conditioning. We extend the results of Ferland and Giroux \[10\] for any \(m \geq 2\).

Let \(\mu\) denote a probability law on \(\mathbb{R}\) and let \(S_m(\mu)\) denote the law of \(H_1X_1 + H_2X_2 + \cdots + H_mX_m\) where the random variables \(\{X_i\}\) are independent and of law \(\mu\) and the variables \(\{H_i\}\) are independent of each other and of the \(X\) variables. In terms of interaction kernels, we have \(\overline{Q}(x_1, x_2, \ldots, x_m; C) = P[H_1x_1 + H_2x_2 + \cdots + H_mx_m \in C]\). Under very general conditions, Röschler \[14\] has shown that the transformation \(S_m\) has a fixed point. In particular, if we suppose that the \(H\)-variables have values in \([0, 1]\), that their mean is \(\frac{1}{m}\) we then have \(E[H_1 + H_2 + \cdots + H_m] = 1\) and \(S_m(\mu)\) has the same first moment as \(\mu\). Moreover, if the \(H\)-variables are not Bernoulli we have that \(E[H_1^2 + H_2^2 + \cdots + H_m^2] < 1\) and then Röschler \[14\] gives us the existence of a fixed point, denoted \(\gamma\), which is a steady state for the associated system of ODE’s. This fixed point has a second moment as soon as \(\mu\) does. Our goal is to establish the following result for the particular kernel \(\overline{Q}\) just introduced.

**Theorem 4.** If we suppose that \(\mu\) has a finite second moment then we have that the law

\[
\mu_t = \sum_{n \geq 0} e^{-\lambda t}(1 - e^{-(m-1)\lambda t})^n \frac{1}{(m-1)^n n!} \sum_{A_n \in \mathcal{A}_n} \mu^{\diamond m} A_n
\]

converges to \(\gamma\) at the exponential rate \(\eta = 1 - E[H_1^2 + H_2^2 + \cdots + H_m^2]\).

Our proof is an extension of the one in Ferland and Giroux \[10\] which treats the case \(m = 2\).

**Proof.** Let us first consider the tree with \(m\) leaves, denoted \(A_1\). On each one of its leaves put independent random variables of law \(\mu\). Assume that
these variables interact at a node to give $H_1X_1 + H_2X_2 + \cdots + H_mX_m$. Let us call $\mu^{o_mA}$, or more simply $\mu^{o_m}$, the law of this variable. In a similar fashion, we can consider $\gamma^{o_m}$ (which is $\gamma$ since it is a fixed point). We will first consider the differences $| < \mu^{o_m}, f > - < \gamma^{o_m}, f > |$ for each $f \in \mathcal{C}_b$. One way to bound this difference is to use the telescoping technique of Trotter [15] where we replace one by one (from the left say) the variables with law $\mu$ by variables with law $\gamma$. We then obtain a sum of $m$ terms of the form

$$| < \gamma^o \circ \mu^{o_m-k}, f > - < \gamma^{o_{k+1}} \circ \mu^{o_m-k-1}, f > |$$

which we will bound. In our particular models we can write down these expressions explicitly as

$$|E [f(H_1Y_1 + H_2Y_2 + \cdots + H_kY_k + H_{k+1}X_{k+1} + \cdots + H_mX_m)]
- E[f(H_1Y_1 + H_2Y_2 + \cdots + H_kY_k + H_{k+1}Y_{k+1} + H_{k+2}X_{k+2} + \cdots + H_mX_m)]|$$

where $Y_i : i = 1, \ldots, k + 1$ have law $\gamma$ and $X_j$, with $j = k + 1, \ldots, m$, have law $\mu$. Let $R_k = H_1Y_1 + H_2Y_2 + \cdots + H_kY_k + H_{k+2}X_{k+2} + \cdots + H_mX_m$. Then we have

$$f(R_k + H_{k+1}X_{k+1}) = f(R_k) + f'(R_k)H_{k+1}X_{k+1} + \frac{1}{2}f''(R_k)(H_{k+1}X_{k+1})^2$$

and $f(R_k + H_{k+1}Y_{k+1}) = f(R_k) + f'(R_k)H_{k+1}Y_{k+1} + \frac{1}{2}f''(R_k)(H_{k+1}Y_{k+1})^2$. Which in turn give us

$$| < \mu^{o_m}, f > - < \gamma^{o_m}, f > | \leq c E \left[ \sum_{i=1}^m H_i^2 \right].$$

We now need to iterate the process according to the different trees. Let $A_n$ denote the set of leaves of the tree $A_n$. Then the contribution of a leaf $u \in \hat{A}_n$ through its interactions down to the bottom of the tree is a product of the variables $H_i$ with $i = 1, \ldots, m$. Let us denote this product by $C_u$. For the tree $A_n$, the result of its interactions through the bottom of the tree will therefore go from $\sum_{u \in \hat{A}_n} C_u X_u$, when all the variables put on leaves have law $\mu$, to $\sum_{u \in \hat{A}_n} C_u Y_u$ when all the variables have law $\gamma$. Applying the same techniques as above, namely a (longer) telescoping and a Taylor series expansion, we get

$$| < \mu^{o_mA_n}, f > - < \gamma^{o_m}, f > | \leq c E \left[ \sum_{u \in \hat{A}_n} C_u^2 \right].$$
Now let
\[ e_n = \frac{1}{(m-1)^n n!} \sum_{A_n \in \mathcal{A}_n} E \left[ \sum_{u \in \hat{A}_n} C_u^2 \right]. \]
We have that \( e_n \leq cn^{a-1} \) where \( a = \frac{1-\eta}{m-1} \) and \( \eta \) is such that \( 1-\eta = E \left[ \sum_{i=1}^{m} H_i^2 \right] \) by Lemma 5 below. Then proceeding as in Theorem 3 of Ferland and Giroux [10] with the extended Wild sum and replacing \( 1-\eta \) by \( \frac{1-n}{m-1} \) we have that \( |< \mu, f> - < \gamma, f> | \leq ce^{-\eta t} \) for all \( f \in C_b^2 \).

The remaining details of our proof are provided in the proof of the following lemma.

**Lemma 5.** We have
\[ e_n = \left( \frac{1}{n} \right) \left( \frac{1-\eta}{m-1} \right) (1 + e_1 + \cdots + e_{n-1}). \]

Therefore \( e_n \leq cn^{a-1} \) with \( a = \frac{1-n}{m-1} \).

**Proof.** The decomposition of each tree \( A_n \) in \( m \) subtrees \( \{ A^i_n \}_{i=1}^m \) at the first node enables us to write \( e_n \) as a sum of \( m \) similar terms
\[ f_i = \frac{1}{(m-1)^n n!} \sum_{A_n \in \mathcal{A}_n} E \left[ \sum_{u \in \hat{A}_n^i} C_u^2 \right] \]
where \( \hat{A}_n^i \) is the set of leaves of the \( i^{th} \) subtree. It suffices to treat the case \( i = 1 \). Let us decompose \( \mathcal{A}_n \), the set of trees with \( n \) nodes, by the number, \( k \), of nodes of the subtree \( A^1_n \). There are \( \binom{n-1}{k} (m-1)^{n-1-k}(n-1-k)! \) such trees. Indeed, since we need to take into account the order of appearance of these nodes we have \( \binom{n-1}{k} \) choices for the appearances of \( A^1_n \)'s nodes. Then we have \( (m-1)^{n-1-k} \) ways to divide the remaining nodes in the other \( m-1 \) trees and finally, there are \( (n-1-k)! \) choices for the nodes’ appearances. Note that this number simplifies to \( \frac{(n-1)!}{k!} (m-1)^{n-1-k} \). If we denote by \( \mathcal{A}_{n,k} \) the subset of \( \mathcal{A}_n \) formed by the trees \( \mathcal{A}_n \) for which their subtree \( A^1_n \) has \( k \) nodes, we can then express \( f_i \) as
\[ f_i = \frac{1}{(m-1)^n n!} \sum_{k=0}^{n-1} \sum_{A_n \in \mathcal{A}_{n,k}} E \left[ \sum_{u \in \hat{A}_n^i} C_u^2 \right] \]
\[ E \left[ H_i^2 \right] \left( \frac{m}{n} \right)^{n} \sum_{k=0}^{n-1} \frac{1}{(m-1)^k k!} \sum_{A_k \in A_{n,k}} \left( \sum_{u \in \hat{A}^k} C_u \right)^2 \]

\[ = \frac{E \left[ H_i^2 \right]}{(m-1)n} \sum_{k=0}^{n-1} e_k , \text{ with } e_0 = 1. \]

This proves the first assertion. A similar calculation to the proof of Lemma 3 in Ferland and Giroux [10] gives us the second result.

**Remark 6.** The perfect information transmission kernel \(Q(x_1, x_2, \ldots, x_m; C) = \delta_{x_1+x_2+\ldots+x_m}(C)\) has been used as the basic interaction in many variations by Duffie and Manso [7], Duffie, Giroux and Manso [4], Duffie, Malamud and Manso [5]. One can wonder whether some of their results can be extended to more general kernels.

**Remark 7.** One variant of the kernel \(Q(x_1, x_2, \ldots, x_m; C) = P[H_1 x_1 + H_2 x_2 + \ldots + H_m x_m \in C]\) solves the difficulty raised in Gârleanu [12] on page 547 of extending his model to the non-linear dynamics of the DGP model, Duffie, Gârleanu and Pedersen [3]. Our result provides the existence and the stability of a steady state for such an extension. We only illustrate the situation where investors interact by pairs as in Gârleanu [12]. An interaction is the exchange of a random number of shares of a risky asset for cash. Denoting by \((X, Y)\) the random wealth (i.e. total cash holding) of a pair of investors, we suppose that the wealth \(X\) becomes, after a transaction with an investor of wealth \(Y\), \(B(X+JY) + (1-B)(1-I)X\). Where the random variables \(B, J\) and \(I\) are independent of each other and independent of the pair \((X, Y)\); \(B\) is a Bernoulli law of parameter \(1/2\); \(I\) and \(J\) have the same law which is not a Bernoulli and they take their values in \([0, 1]\). The interpretation of the transaction is the following. With probability \(1/2\), the investor with wealth \(X\) is a seller of the risky asset and then adds to his wealth a random fraction \(J\) of his wealth to the investor with wealth \(Y\). We can also write the wealth \(X\) after interaction as \((1-(1-B)I)X + BJY\) and then easily see that we are in the class of models we consider since \(Q(x, y; C) = P[(1-(1-B)I)x + BJy \in C] \); \(E[(1-(1-B)I + BJ] = 1\); and \(E[(1-(1-B)I^2 + (BJ)^2] < 1.\)
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